
1 Introduction

1.1 Overview
Requirements artifacts—e.g., systematic requirements specifications, use cases, or
user stories—are used as input to other activities of software development. For ex-
ample, developers implement the functionality described in a use case and testers
derive test cases from acceptance criteria of user stories. Therefore, the quality of
requirements artifacts impacts subsequent software development activities [1]. For
example, an ambiguous requirements specificationmay cause the subsequent activity
of implementing the requirements to produce an incorrect solution [2]. Remediating
this subsequent impact (i.e., re-implementing incorrect source code) often requires
much more effort than remediating the cause (i.e., clarifying the ambiguous require-
ments specification) [3, 4].

At the same time, effort spent on improving the quality of requirements needs
to be justified. Requirements artifacts are a means-to-an-end [1], and any effort that
exceeds meeting this end can be considered a waste [5]. Consequently, companies
aim to ensure a good-enough level of requirements quality that minimizes the risk of
incurring this impact while also avoiding over-engineering the requirements specifi-
cations. Requirements quality research aims to support companies in attaining this
good-enough level. To this end, requirements quality research is dedicated “to under-
stand and define measurable attributes of requirements quality, to improve require-
ments quality through the creation of intervention techniques, and to evaluate those
techniques/interventions.” [6]. However, previous studies have noticed several short-
comings in the current state of requirements quality research [1, 7, 8] which impede
its adoption in practice [9]. This thesis is dedicated to identifying existing shortcom-
ings and addressing several of them to propel requirements quality research into a
more rigorous and relevant trajectory.

This first chapter of the cumulative thesis introduces the reader to the overall
research area, explains the overarching research endeavor in the scope of the the-
sis, and illustrates how the individual contributions in the subsequent chapters are
connected to the endeavor. In this chapter, Section 1.2 introduces the fundamen-
tals of requirements engineering, requirements artifacts, and requirements quality.
Section 1.3 explains the gaps identified in the current state of research and practice,
and Section 1.4 the goals and research questions in the scope of this thesis that ad-
dress a subset of these gaps. Section 1.6 lists the individual publications included
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in this cumulative thesis and how they contribute to achieving those goals. Finally,
Section 1.8 critically reflects on the results, including implications, limitations, and
potential future work, before we conclude in Section 1.9.

1.2 Background
The following subsections introduce the fundamental terminology of the research
domain in which this thesis is embedded.

1.2.1 Requirements Engineering
Requirements engineering (RE) is the “systematic, iterative, and disciplined approach
to develop explicit requirements and system specifications that all stakeholders agree
on” [10]. As such, RE aims to explore and understand the problem space of a software
development project (i.e., why and what to develop), but not the solution space [11]
(i.e., how to develop a system). Still, researchers and practitioners often struggle to
confine efforts into respective spaces [12], which results in solution-oriented require-
ments, i.e., requirements that do not describe the problem but rather already propose
a solution. These solution-oriented requirements pose a significant risk as they entail
a commitment to a solution without a full understanding of the problem to solve [13],
which is one form of quality defect in a requirements artifact.

Traditional RE activities include requirements elicitation, analysis, specifica-
tion, and validation and verification [14–16]. Regardless of the software process
model employed during a software development project, some fundamentals of re-
quirements and RE remain universally valid. This includes the aforementioned focus
on the problem- instead of the solution space as well as the general process of obtain-
ing requirements (i.e., elicitation), improving and documenting them (i.e., analysis
and specification), ensuring that they reflect the original intentions (i.e., validation),
and ensuring that the developed product or service meets those requirements (i.e.,
verification).

One source of confusion about requirements is that the established terminology
refers to “requirements” as both the needs or constraints imposed by a stakeholder
and their physical manifestation in artifacts (e.g., documentation) [10]. We explicitly
refer to the physical manifestation as a “requirements artifact” and limit the meaning
of “requirement” to a need or constraint to avoid confusion [17].

Because RE requires significant effort and its impact is difficult to trace pre-
cisely [18], practitioners often challenge the necessity of applying RE methods and
how they are supposed to be executed. Several studies report practitioners’ reluctance
to commit effort to RE since they perceive it as a waste of time [19] or generally not
constructive [20]. This happens despite multiple large-scale studies having shown
that negligence of RE exhibits significant risk for the subsequent software develop-
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ment process [18, 21].

1.2.2 Requirements Artifacts
Twomajor schools of thought exist in RE: activity orientation and artifact orientation.
Activity orientation emphasizes the process of RE and prescribes a set of intercon-
nected techniques and methods to achieve its goal [22]. Artifact orientation, on the
other hand, emphasizes the artifacts and their relationships produced during the RE
phase while remaining agnostic about how these artifacts are produced or used [23].

Requirements artifacts are defined as “a work product that is produced, modi-
fied, or used by a sequence of tasks that have value to a role” [24]. They are character-
ized by their physical representation, syntactic structure, and semantic content [24].
Artifacts may include more comprehensive software requirements specifications, as
commonly seen in plan-driven software processes, and user stories, as seen in agile
software processes. Artifacts are decomposable, i.e., one artifact may consist of sev-
eral sub-artifacts. For example, a systematic requirements specification artifact may
contain several sub-artifacts of the type use case.

In this thesis, we subscribe to artifact orientation and focusmainly on natural lan-
guage (NL) requirements artifacts. Because the RE phase involves a heterogeneous
set of stakeholders with varying levels of technical background and requirements
artifacts have to be understood by all involved stakeholders, NL requirements arti-
facts have emerged as themost understandable and applicable syntactic structure [25].
While requirements artifacts of different syntactic structures—for example, speci-
fied using formal languages [26, 27], models [28], or other media like videos [29]—
offer distinct benefits, NL remains the most prominent form of specifying require-
ments [21].

1.2.3 Requirements Quality
The quality of requirements impacts subsequent software development activities [30].
These impacts have been empirically investigated both at a high level, i.e., connect-
ing practitioners’ self-reported experiences and perceptions of requirements quality
to problems including project success or failure [18] and at a lower level, i.e., con-
necting specific linguistic occurrences in requirements artifacts to time and budget
overrun [31].

Within the paradigm of artifact-oriented RE, requirements artifacts carry the re-
sponsibility to communicate the requirements to subsequent software development
activities. This renders requirements artifacts as eligible subjects to quality assur-
ance (QA). Requirements quality research is dedicated to guiding this QA by un-
derstanding the impact that properties of requirements artifacts have on subsequent
activities [6]. Traditionally, this manifests in the proposal of guidelines associating
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specific linguistic patterns with good or bad quality and, hence, advocating for or
against the usage of these patterns [32]. For example, the use of passive voice is
often advised against in RE textbooks [33] given that it omits information and, con-
sequently, negatively impacts subsequent activities like domain modeling [34].

A critical property of QA in RE is the phenomenon of scaling costs for defect
removal. The longer a defect persists in software development, the more expensive
it becomes to fix it [4, 35]. For example, an ambiguous requirements artifact might
take a couple of hours to clarify with the relevant stakeholders, while an incorrect
implementation built based on a misunderstanding of that requirements artifact may
take several days to rework [36]. If that defect is only noticed after the product or
service has already been deployed, then the cost of remediating it becomes even
greater and may not only be paid in monetary resources but also in reputation and
trust. A seminal study by Boehm et al. [3] estimated a cost increase by a factor of
10 per phase that the defect survives. This study is both dated and was conducted
in a more plan-driven context, but there is no reason to assume that the fundamental
principle of cost increase—regardless of the actual factor of exponentiation—has
changed.

1.3 Gaps
Requirements quality research should support practitioners in deciding whether their
requirements artifacts are good-enough. Achieving good-enough requirements en-
tails finding an optimum between under- and over-engineering the requirements ar-
tifacts. As Fricker et al. summarize, “[i]nadequately specified requirements lead to
ambiguity and misunderstandings that cause large corrective costs down the develop-
ment road. However, toomuch detail and quality improvement retards the delivery of
development results while also increasing specification costs and unnecessarily con-
straining the solution space.” [5]. Traditional requirements quality research concerns
itself with providing practitioners tools and methods to identify when the optimum
of good-enough requirements engineering is reached. Yet, the current state of re-
search and practice is subject to several shortcomings noted in previous research [2,
7, 8, 37], and elaborated in the subsequent chapters Chapters I to VIII. The following
subsections Sections 1.3.1 to 1.3.3 summarize these shortcomings.

1.3.1 Gap1: Insufficient Theoretical Foundation for Requirements
Quality Research

A mature scientific discipline is governed and coordinated by a set of commonly
accepted theories [38]. Depending on the purpose of the theories, these fulfill differ-
ent roles in guiding the scientific practice. Gregor et al. differentiate four different
primary purposes of theories [39]:
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1. Analysis and Description: providing a description of the phenomena of inter-
est and of the relationship between them

2. Explanation: explaining how, why, and when phenomena occur

3. Prediction: estimating what will happen in the future under certain conditions

4. Prescription: prescribing methods and structures for the utilization of knowl-
edge in practice

In their role within a scientific discipline, analytic and descriptive theories frame
the phenomena of interest and provide uniform terminology to communicate about
them. Explanatory theories contribute a causal understanding of the interrelation
of the phenomena. Predictive theories inform about potential consequences, while
prescriptive theories guide the utilization of the procured knowledge in practice.

The scientific discipline of requirements quality lacks, so far, a common, so-
phisticated theoretical foundation [40]. Contributions to the field declare no refer-
ence to any overarching theory to the best of our knowledge. This results in several
aspects of the discipline to diverge. For example, repeatedly studied phenomena like
requirements quality factors, i.e., metrics evaluating the quality of requirements ar-
tifacts, are referred to with different names (e.g., requirements smell, requirements
indicator, and others) [41]. Moreover, similar requirements quality factors are often
described differently in separate studies, resulting in competing, incommensurable
definitions [41]. Empirical studies about requirements quality also lack adherence
to any explanatory or predictive theory that would put these phenomena into rela-
tion with each other and specify the context in which they hold. In the context of
requirements quality research, this manifests as a lack of coherence when describing
the impact that quality factors have, i.e., what consequences they cause [1]. All this
terminological and conceptual heterogeneity makes the synthesis of individual stud-
ies to more general and valid conclusions impossible [42], constraining requirements
quality research to a fragmented, incidental endeavor.

1.3.2 Gap 2: Immature Scientific Practice
Assuming that the discipline of requirements quality research receives a governing
set of commonly accepted theories, the rigor of the applied research methodology
determines the quality of scientific contributions. Contributions lacking rigor will
provide little value to the scientific discipline regardless of their adherence to theo-
retical foundations. This necessitates the continuous development and evolution of
empirical methods as seen by the ACM Empirical Standards [43] or scientific fo-
rums like the Empirical Software Engineering journal 1 and the Empirical Software

1https://link.springer.com/journal/10664
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Engineering and Measurement conference series. 2 While reviewing literature in the
scope of our studies, we encountered several shortcomings threatening the validity
of contributions. Three of these shortcomings emerged as particularly significant to
the research we conducted.

Lack of Adherence to Open Science Firstly, we identified a lack of adherence
to open science principles [44]. While reviewing literature about requirements qual-
ity factors [41], we collected research artifacts connected to them. These research
artifacts include data sets that were often described to be manually annotated, as
well as tools that automatically detect and remove requirements quality factors [41].
However, the majority of research artifacts have become unavailable or have never
been disclosed in the first place [45]. Availability of research artifacts is a necessary
precondition for reproducibility [46]. Hence, the lack thereof inhibits the ability of
a research community to independently review published results. Furthermore, the
unavailability of research artifacts inhibits replication and their evolution.

Simplistic Statistical Tools The second identified shortcoming is the reliance on
empirical studies on simple statistical tools for their data analysis. The requirements
quality literature, just as the encompassing requirements engineering and software
engineering, mostly resorts to out-of-the-box frequentist approaches null-hypothesis
significance tests (NHSTs) [47]. These approaches reduce complex data to unreason-
ably restrictive, often binary, results (e.g., a p-value) [48]. Additionally, NHSTs are
often applied without any consideration of causality and, therefore, merely represent
associative, correlational inferences. This threatens the validity of the conclusions
drawn from data within the scope of empirical studies.

Mismatch of Study Design and Data Analysis The third identified shortcoming
is the mismatch between the study design and the way that the resulting data is ana-
lyzed. In particular, we noticed this mismatch when reviewing empirical studies that
conducted an experiment with a crossover design, i.e., an experiment where every
unit received every level of the treatment but in different orders [47]. The crossover
design allows to control between-subject variability by studying differences between
units rather than between treatment groups, but it also incurs several new threats to
the validity of the results [49]. For example, if the units of analysis are human partic-
ipants, a learning effect may affect the observed results as the experiment continues.
To mitigate these threats, Vegas et al. proposed guidelines for the design and analysis
of crossover-design experiments [50]. However, the adherence to these guidelines
varies strongly, which undermines the validity of threat mitigation.

2https://conf.researchr.org/series/esem
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1.3.3 Gap 3: Lack of Empirical Evidence
While the field of requirements quality does receive empirical contributions [6], it
lacks—also in consequence of the above—contributions that adhere to a theoretical
foundation, apply appropriate scientific practices and provide insight into the impact
of factors of requirements quality. A systematic study of empirical evidence about
requirements quality revealed that most studies propose approaches and tools to im-
prove requirements quality, but only few attempt to actually define and understand
quality and its impact [6]. Studies proposing approaches and tools to improve re-
quirements quality are popular in the natural language processing for requirements
engineering (NLP4RE) domain [51] as shown by the excessive number of tools pro-
posed in the recent years [52]. However, these tools lack empirical evidence for the
relevance of the quality factors that they detect or remove. Otherwise, the tool does
not perform a meaningful task regardless of its de facto accuracy. Requirements qual-
ity research needs to produce more empirical evidence about impact to contribute
relevant guidance both for researchers aiming to build automatic solutions and for
practitioners aiming to ensure the quality of their requirements artifacts.

1.4 Goals and Research Questions
This thesis is dedicated to addressing the gaps 1-3 described in Section 1.3. To this
end, we aim to achieve the following goals Goals 1-4 described in Sections 1.4.1
to 1.4.4. Every goal is further specified in terms of associated research questions.
Figure 1.1 visualizes the relationships between goals, gaps, and contributions (pre-
sented in Section 1.6) in the scope of this thesis.

1.4.1 Goal 1: Theoretical Foundation for Requirements Quality
Research

We aim to provide the requirements quality research domain with a theoretical foun-
dation that describes both the relevant constituents of requirements quality as well as
the relationships between them. This theoretical foundation—consisting of several
theories of different types fulfilling different purposes [39]—shall provide a frame
for any future research endeavor and place them into a clear relationship both to
the studied phenomena and to other contributions. We assign priority to analytic
theories to establish a conceptualization of the phenomena of interest and a shared
vocabulary for them. This entails one analysis theory taking the form of an ontology
and describing which general concepts are relevant to requirements quality and how
they interact, e.g., requirements artifacts, quality factors, and affected activities [2].
It further entails analysis theories taking the form of taxonomies and classification
structures to collect the instances of each concept, e.g., which requirements quality
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Figure 1.1: Gaps, goals, and contributions of this thesis
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factors are discussed in literature [41]. Publicly disclosing all material used to specify
these theories allows them to evolve organically with emerging research from the re-
search community. Achieving this goal addresses gap 1 (Section 1.3.1) by answering
the research questions stated in Table 1.1.3

Table 1.1: Research questions in the scope of Goal 1 (Research questions marked with an asterisk (*) are
explicitly stated as such in the respective chapters, the others are imputed for the sake of the narrative.)

Chapter ID Research Question

Chapter I RQ1.1 What is requirements quality?
RQ1.2* How are the concepts of the requirements quality theory reported in require-

ments quality literature?
Chapter II RQ2.1 What is the structure of requirements quality factors?

RQ2.2 Which requirements quality factors are reported in literature?
Chapter III RQ3.1* Which software development activities are affected by requirements arti-

facts?
RQ3.2* By which attributes are requirements-affected activities evaluated?

1.4.2 Goal 2: Improved Scientific Practice
We aim to survey and critically reflect on current scientific practices in the require-
ments quality research domain and to propose improvements that increase the rigor
and relevance of future contributions. Lack of rigor in applying researchmethodswill
render future contributions—despite adherence to theoretical foundations—unreliable
and prevent the requirements quality research domain from advancing. Hence, we
dedicated a significant part of our research efforts not only to advancing the content
of requirements quality, but also the scientific practice by which the latter is produced.
This goal is not constrained to the requirements quality research domain. Though we
draw motivation for it from the requirements quality literature and our claims about
the observed shortcomings might not generalize to other fields of SE research, we
are confident that other fields might similarly benefit from the advances. Achieving
this goal addresses gap 2 (Section 1.3.2) by answering the research questions stated
in Table 1.2.

Table 1.2: Research questions in the scope of Goal 2

Chapter ID Research Question

Chapter IV RQ4 What is the state of artifact availability in requirements quality research?
Chapter V RQ5 How domore rigorous methods for statistical causal inference revise previous

claims about the impact of requirements quality?
Chapter VI RQ6 To what extent do SE experiments adhere to data analysis guidelines?

RQ5 is answered by the specific example of the impact that the use of passive
voice in functional requirements specifications has on the domain modeling activ-
ity [34]. For more rigorous methods for statistical causal inference, we chose the
use of a framework for statistical causal inference [53, 54] and Bayesian data anal-

3The ID numbering system is only valid throughout this Chapter 1 to put them into relation.
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ysis [55]. We answer RQ6 for experiments employing a crossover design [47] and
assess their adherence to the analysis guidelines by Vegas et al. [50].

1.4.3 Goal 3: Contributing Empirical Evidence
We aim to contribute empirical evidence of our own to the research domain of require-
ments quality. The observed lack of empirical evidence about the understanding of
requirements quality [6] necessitates empirically studying the phenomena in differ-
ent real-world contexts. An important aspect of this goal is not only the contribution
of evidence but also the demonstration of how to contribute evidence when subscrib-
ing to the theoretical foundation. This way, studies guide future contributions to
adhere to the theories that form the theoretical foundation of the research domain,
which ensures their coherence and homogeneity. Achieving this goal addresses gap
3 (Section 1.3.3) by answering the research questions stated in Table 1.3.

Table 1.3: Research questions in the scope of Goal 3

Chapter ID Research Question

Chapter VII RQ7.1 To what extent do quality defects in NL requirements specifications impact
subsequent activities?

RQ7.2 Do context factors influence this impact of quality defects on activities?

We answer RQ7.1 and RQ7.1 by the specific example of the impact of passive
voice and ambiguous pronouns on the domain modeling activity.

1.4.4 Goal 4: Managing Variance Theories
Achieving the aforementioned goals will address the identified gaps but evoke a new
challenge. Assuming that our contributions allow for further empirical evidence
(goal 3) following more rigorous scientific practices (goal 2) based on a common,
theoretical foundation (goal 1) in the research field of requirements quality, the po-
tential to integrate these individual contributions into larger, more valid conclusions
emerges. To anticipate this development and facilitate an effective management of
evidence-based variance theories and, thus, to allow for the scientific community
to advance based on a more coherent body of scientific knowledge, we extrapolate
a fourth goal. We aim to provide the requirements quality research domain with
support for synthesizing multiple pieces of empirical, quantitative evidence to more
generally valid variance theories. Achieving this will aid the requirements quality
research community to direct their collaborative effort toward a common, greater
goal.
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Table 1.4: Research questions in the scope of Goal 4

Chapter ID Research Question

Chapter VIII RQ8 How should a research community synthesize empirical, quantitative evi-
dence to produce valid variance theories?

1.5 Methods
We employ the researchmethods detailed in Table 1.5 to address the previously stated
research questions. We justify and describe all research methods in detail in each
respective chapter where they were applied. The subsections Sections 1.5.1 to 1.5.4
summarize only non-conventional choices with an impact on the overall thesis.

Table 1.5: Applied approaches per chapter and research question

Chapter RQ Approach

Chapter I RQ1.1 Theory adoption [56]
RQ1.2 Survey [57]

Chapter II RQ2.1 & RQ2.2 Taxonomy development [58]
Chapter III RQ3.1 & RQ3.2 Literature review [59], case study [60], thematic synthesis [61]
Chapter IV RQ4.1 Artifact recovery analysis [45]

RQ4.2 & RQ4.3 Bayesian data analysis [62]
Chapter V RQ5 Reanalysis [63], Bayesian data analysis [62]
Chapter VI RQ6 Forward snowball sampling [64]
Chapter VII RQ7.1 & RQ7.2 Controlled experiment [47, 50], conceptual replication [63], Bayesian

data analysis [62]
Chapter VIII RQ8 Constructive research, focus group

1.5.1 Theory Adoption
Constructing theories is the main way of assembling and refining general knowl-
edge [38] and the presence and use of theories are often seen as an indicator of a
scientific discipline’s maturity [65]. A “[t]heory provides explanations and under-
standing in terms of basic concepts and underlying mechanisms, which constitute
an important counterpart to knowledge of passing trends” [66]. To achieve goal 1,
the development of a requirements quality theory is necessary. While SE research
is often not considered rich in theory [67, 68], a common method applied in the rare
cases of theory development is grounded theory [69]. However, we opt to obtain our
central analytic theory [39] via the less common theory adoption and two supporting
analytic theories using taxonomy development [58]. A theory can be adopted if the
phenomena of the original theory are consistent with the phenomena in the target
discipline [56]. In the case of requirements quality, we were able to draw heavy in-
spiration from the field of software quality [70] as previously noted by Femmer et
al. [2]. Software quality research shows parallels to requirements quality research
in that both disciplines aim to assess the quality of software artifacts [24] for subse-
quent activities. The maturity of the software quality discipline [71–73] allowed us
to adopt the theory for requirements quality.
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1.5.2 Literature Review
Several of our goals require a review of relevant literature. For example, in Chap-
ter III, we survey controlled experiments from the RE literature to determine the
activities in which requirements artifacts can be involved as one of our data sources.
In several cases [40, 41, 74], we were able to reuse an existing set of relevant primary
studies from a previous literature review where the search criteria matched ours [6].
However, in the cases where we had to employ a search strategy of our own, we devi-
ated from the de-facto standard in SE literature, a query-based database search follow-
ing the guidelines of Kitchenham et al. [75]. Instead, we opted to employ the survey
method proposed by Sjøberg et al. [59], which proposes to make a pre-selection of
relevant venues (i.e., journals and conferences) and query these specifically. While
this sacrifices recall, it constrains the large number of false positives with which a
standard keyword-based search would have rendered the search strategy unusable.

1.5.3 Bayesian Data Analysis
Several of our research questions require the application of inferential statistics. SE
researchers most commonly apply simple frequentist tools like analysis of variance
(ANOVA) for this task, the simplest representative being the Student’s t-test. How-
ever, these frequentist approaches are not only mostly void of any explicit causal
considerations, but also reduce the complex data to unnecessarily narrow statistics
(e.g., a p-value) [48]. Hence, we instead utilize Bayesian data analysis (BDA) within
a framework for statistical causal inference [62, 76]. The framework for statistical
causal inference provides a systematic way of dealing with confounders and reduc-
ing bias in a data analysis [54, 77]. The use of BDA ensures transparency of sta-
tistical assumptions and preserves any uncertainty inherent to the data [62]. These
properties have led to a call for a paradigm shift from frequentist to explicitly causal
Bayesian methods in several disciplines, including software engineering [48, 78].
However, BDA has not yet seen significant adoption in software or requirements
engineering research due to its steep learning curve [54]. Chapter VII contains an
extensive demonstration of applying BDA in RE, though this thesis does not claim
to provide a pedagogical introduction to the topic. For this, we refer the interested
reader to adequate textbooks [62] and more elaborate guidelines [48, 54, 79, 80].

1.5.4 Replication
Finally, we contribute replications in the scope of this thesis [81, 82]. In SE research,
Baldassarre et al. [63] provided a commonly accepted distinction between types of
replications, which include internal, external, close, differentiated, and conceptual
replications. The latter type occurs when only the hypothesis of the original experi-
ment and replication are similar while all relevant elements of experimental design
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(i.e., site, experimenters, apparatus, operationalization, and population) differ [83].
Conceptual replications are often dismissed in SE research, as the number of changed
elements makes it impossible to trace disagreeing results to a single change [84].
However, we avoid dismissing conceptual replications categorically, as any study
where the outcomewould be considered diagnostic evidence about a claim from prior
research is a type of replication [85]. In this case, conceptual replications can be
particularly valuable if they produce similar results, as they strengthen the external
validity of the original claims regarding all elements of experimental design. Finally,
we also conduct a reproduction and a reanalysis in Chapter V, i.e., using existing data
from a previous study, we investigate the hypothesis with the same analysis method
(reproduction) and a different analysis method (reanalysis). The latter is sometimes
also referred to as a test of robustness [85] as it assesses whether different analysis
methods produce the same results. Both reproductions and reanalyses are, just as
conceptual replications, rather rare in SE research

1.6 Contributions
In the scope of this thesis, we aim to provide three kinds of contributions. Theoretical
contributions expand the theoretical foundation of the requirements quality research
field (reaching goal 1). Methodological contributions advance the research methods
(reaching goal 2). Applications demonstrate the usability of the two aforementioned
contributions in practice (reaching goals 3 and 4). Each type contains several con-
tributions. Each contribution corresponds to one publication and is represented in
a separate chapter of this thesis. In Figure 1.1, contributions are listed on the right.
Their grouping by type of contribution corresponds to the three gap statements on
the left.

1.6.1 Theoretical Contributions
In Chapter I, we develop an analytic theory of requirements quality that serves as
the foundation for requirements quality research. We adopted this theory from es-
tablished software quality theories [71, 73], contextualized it for RE [1], and refined
it with further developments [86, 87]. Most significantly, the theory emphasizes an
activity-based perspective of requirements quality [2], i.e., it postulates that the qual-
ity of a requirements artifact depends on how it influences the activities in which this
artifact is used in the subsequent software development process [30]. Additionally,
our theory emphasizes the influence of context [87]. Requirements quality is not
universal and highly depends on the involved people, the developed product, the ap-
plication domain, and many other factors that need to be respected when determining
whether a requirements artifact can be considered good or bad [88]. Figure 1.2 visu-
alizes the main concepts of the harmonized requirements quality theory [40]. This re-
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Figure 1.2: Core Concepts of the Activity-based Requirements Quality Theory

quirements quality theory defines the fundamental constructs and relationships [38]
that can be used to specify prediction theory [39] (also known as a variance the-
ory [89]), i.e., a theory predicting what will happen without explaining why.

In Chapters II and III, we develop two distinct classification schemes for the
two major elements of the requirements quality theory [40]: requirements quality
factors and requirements-affected activities and their attributes. Requirements qual-
ity factors (left side of Figure 1.2) represent properties of requirements artifacts and
are a common concept in requirements quality literature [6]. Factors like sentence
length [90], passive voice [34], and ambiguous pronouns [91] have been explored by
multiple studies in the literature because researchers attribute (often negative) conse-
quences to them. For example, the use of passive voice is suggested to challenge sub-
sequent activities like modeling [34] and development [33]. Requirements-affected
activities (right side of Figure 1.2) are those subsequent activities that use require-
ments artifacts as input, e.g., implementing or testing [2]. Their attributes are their
measurable properties, e.g., duration or completeness. Both types of properties are
often used in requirements quality literature, but there is no systematic overview of
them. In these contributions [41, 92], we initiate a systematic classification of ex-
isting requirements quality factors (Chapter II) and requirements-affected activities
and their attributes (Chapter III). These classifications serve as analysis theories [39]
aimed at describing and conceptualizing the constructs relevant to the previously
mentioned core analytic theory [40].
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1.6.2 Methodological Contributions
In Chapter IV, we address the issue of unavailable research artifacts in requirements
quality publications. Research artifacts like data sets and implementations are a vi-
tal contribution to the field [51]. Data sets serve as benchmarks for new tools and
encode the ground truth about requirements quality phenomena, e.g., by annotating
quality issues in requirements specifications. Implementations serve as actionable
tools that can be applied in practice to transfer the knowledge generated by research
to industry. However, many artifacts presented in publications become unavailable
over time or have never been available [45]. In this contribution [74], we conduct an
artifact recovery initiative to improve the availability of research artifacts. We then
analyze these artifacts to gain insights into the reasons for artifact (un-) availability
Finally, we develop concise guidelines to increase the community’s awareness of
open science practices and, thus, improve the availability of future research artifacts.

In Chapter V, we address the issue of simplistic data analyses employed in SE
publications. Most analyses of quantitative data employing inferential statistics are
limited to simple, implicit hypotheses (consisting of only one independent and one
dependent variable), which are tested via out-of-the-box frequentist methods like
null-hypothesis significance tests [47]. These analyses lack both an explicit causal
framework and sophisticated statistical methods. In this contribution [81], we re-
analyze a controlled experiment [34] by employing both an explicit framework for
statistical causal inference and Bayesian modeling [62] to revise the claims of the
original publication.

In Chapter VI, we address the issue of analyzing a complex type of controlled
experiment: the crossover-design experiment. In this particular design, all levels of
the treatment are applied to every experimental unit but in different orders [50]. This
way, every participant acts as their own control group and between-subject variance
can be factored out of the analysis. However, the design incurs new threats to the
validity of the conclusions and requires more attention during the data analysis [49].
Vegas et al. [50] have provided explicit guidelines to counteract these threats. In this
contribution [93], we survey publications citing the guidelines by Vegas et al. and
assess the degree to which these publications adhere to the guidelines.

1.6.3 Applications and Transfer
In Chapter VII, we address the scarcity of empirical evidence in the requirements
quality research domain. To this end, we conduct a conceptual replication of the
previously re-analyzed controlled experiment [34]. We extend the experiment by in-
vestigating not only the impact of passive voice but also of ambiguous pronouns [91],
and extend the sampling strategy to involve practitioners. Furthermore, we employ a
crossover design to account for between-subject variance [50] and conduct Bayesian
data analysis for more sophisticated statistical insights [48, 62]. In this contribu-
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tion [82], we demonstrate an advanced approach for generating empirical evidence
about requirements quality.

Finally, in Chapter VIII, we address the anticipated issue of synthesizing quanti-
tative, empirical evidence to obtain more valid variance theories. To this end, we first
define empirical, quantitative evidence as a tuple consisting of a causal hypothesis,
collected data, and an appropriate analysis method. Then, we define a framework
specifying the relationships between two pieces of empirical, quantitative evidence
in terms of three types of evolution listed in Table 1.6. Every type of evolution is
defined by which part(s) of the original piece of evidence it changes. For example, a
replication applies the same analysis method under the same causal hypothesis to a
new data set. Depending on the type of evolution, the new piece of evidence strength-
ens different aspects of the validity of the overall claim. For example, a replication
that comes to the same conclusion on a different data set improves the external valid-
ity of the hypothesis, as it is shown to hold in a different context.

Table 1.6: Types of evolution of empirical, quantitative evidence

Type Hypothesis Data Method Conclusion

Replication same new same Improved external validity
Revision new new (if necessary) same Improved internal validity
Reanalysis same same new Improved conclusion validity

This framework extends the practice of research synthesis in SE which is cur-
rently mostly limited to meta-analyses of replications [94]. We apply the framework
to synthesize previous research on requirements quality [34, 81, 82] to demonstrate
how it can be used to obtain more valid variance theories.

1.7 Errata
Discussions after the publication of the individual contributions that compose the
chapters—for example, in the scope of presentations at conferences—have led us to
reconsider some formulations and framings. In the following, we briefly discuss all
errata we are aware of.

Chapter I classifies the requirements quality theory as an explanatory and pre-
scriptive theory [39]. In hindsight, we argue that it is neither. The theory is not
explanatory as it does not yet explain phenomena, which would require properly
explaining the reason for the relationships proposed in the requirements quality the-
ory [40]. Furthermore, we exercise caution in calling the theory prescriptive, as it
lacks any procedural guidance on how to apply the theory. While this is a future
goal, as we later discuss in Section 1.8.4, we constitute that the requirements quality
theory does not yet deserve classification as either an explanatory or prescriptive the-
ory. Rather, the requirements quality theory should be understood as an theory for
analysis and understanding [39], as it postulates general relationships between con-

16



cepts on a meta-level [89]. The theory primarily serves to enable prediction theories
about specific quality factors and their impact on activities and their attributes. Our
demonstration of applying the theory in an empirical study about the impact of pas-
sive voice and ambiguous pronouns on domain modeling [82] is an early example of
a prediction theory, as it estimates how the domain modeling activity will be affected
by the requirements quality factors without explaining why.

Chapter III introduces a terminological inconsistency between requirements and
requirements artifacts. The model of requirements-affected activities and their at-
tributes aims at collecting common activities performed once the requirements have
been elicited and specified [92]. Technically, the population of interest are activi-
ties affected by requirements artifacts, not by requirements, and the model should be
called “a model of requirements artifact-affected activities and their attributes.”

Chapters V and VII present the application of Bayesian data analysis to RE
phenomena. Both contributions conflate the approach of Bayesian data analysis and
statistical causal inference [54]. Due to the recency of Bayesian methods in SE re-
search [48] and the terminological confusion surrounding the early adoption [80],
there is no clearly established and commonly accepted relationship between these
statistical concepts. After further revision of literature from other fields, we agree
that a better framing would be that Bayesian data analysis is a method for statistical
causal inference and that the two approaches are not completely disjoint [62]. We
attempted to remediate the terminological confusion in Chapter VIII.

1.8 Discussion
In the following sections, we discuss the contributions within the scientific and prac-
tical context. Section 1.8.1 outlines the anticipated implications for research and
Section 1.8.2 the implications for practice. Section 1.8.3 acknowledges limitations
and Section 1.8.4 presents aspired future work to address these limitations.

1.8.1 Implications for Research
1.8.1.1 Implications on Disciplinary Culture
Our research endeavor draws near the concept of research paradigms popularized by
Thomas Kuhn [95]. Placing the work of this thesis in terms of Kuhn’s framework
shows how we understand our work in the larger context of the evolution of our
scientific field. We briefly explain the concepts introduced by Kuhn and apply them
to our endeavor to outline the anticipated implications of the research in the scope of
this thesis on the research culture in the field of requirements quality.

Central to Kuhn’s proposal is the concept of a research paradigm, which consti-
tutes three components [95]:
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1. general theoretical assumptions and laws

2. the techniques for their application that the members of a particular scientific
community adopt

3. general methodological prescriptions (e.g., that any serious attempt of contri-
bution should match the paradigm to the real-world context)

While we are not aware of any explicit attempts at defining a paradigm in the
field of requirements quality research or, for that matter, software engineering re-
search, systematic reviews of the field [6, 40, 41] hint at an implicit paradigm that
emerged through publication patterns. The general theoretical assumptions that most
of the contributions to the field share are that the quality of requirements artifacts
matters and companies require support in the detection and removal of quality de-
fects. The techniques for their application focus mainly on the definition of require-
ments quality factors [41] and the development of tools to detect violations against
them [52]. Methodological prescriptions are limited and mostly implicit, but many
contributions follow a similar pattern containing the following:

• the proposal of a requirements quality factor,

• a mostly non-empirical, often anecdotal justification of its relevance,

• the annotation of a data set with instances of violations against that quality
factor, and

• the architecture and evaluation of a tool detecting and/or remediating these
violations.

Methodological support for some of these steps exist, e.g., guidelines for the
evaluation of tools [96], but are scarce and rarely connected to the overall paradigm.
Because the theories governing the current paradigm largely ignore subsequent im-
pact, the paradigm is not equipped to produce conclusions about it.

Thomas Kuhn defines an anomaly as a “puzzle within a paradigm that resists
resolution” [95], i.e., a phenomenon that cannot be explained within the current
paradigm. The anomaly that the current paradigm of requirements quality research
experiences is the fact that—despite the general theoretical assumption that require-
ments artifact quality matters—companies do not seem to uptake the results of the
requirements quality research field [1, 7, 8].

Anomalies can evoke a crisis when they either strike at the fundamentals of a
paradigm and resist any attempt of removal or when they are important with respect
to some pressing social need. The former is the case in requirements quality research.
Despite the continuous efforts to produce support for detecting and removing require-
ments quality defects [51, 52], research results do not unfold the impact in practice
that the general theoretical assumptions of the current paradigm would expect.
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Resolving a crisis requires a scientific revolutionwhere one theoretical structure
is replaced by another, potentially incommensurable one. Femmer et al. heralded this
revolution by proposing the notion of activity-based requirements quality [2, 97].
With this thesis, we aim to advance the revolution set in motion by making explicit
a new paradigm, therefore furthering a paradigm shift. The paradigm is expected to
resolve the aforementioned crisis and consists of the following constituents:

1. General theoretical assumptions and laws: The paradigm is governed by the
explicit activity-based requirements quality theory [40] and the taxonomies
organizing its constituents [41, 92].

2. The techniques for their application: The experimental approach [82] and me-
thodological guidelines [74, 81, 93] advise on how to contribute evidence to
the paradigm.

This enables two ways of interacting with the paradigm. The first is what Kuhn
terms a normal science. Following the techniques for the application of the theo-
retical assumptions and laws, constructive efforts to improve the knowledge accu-
mulated within the paradigm can be undertaken by any researcher. In practice, this
means that any researcher subscribing to the activity-based notion of requirements
quality [40], i.e., the main theory governing the paradigm, can apply empirical re-
search methods to contribute new evidence answering the core question about the
impact of the quality of requirements artifacts. Another contribution in the scope of
a normal science would be to extend the knowledge structures like the requirements
quality factor ontology [41] or the model of requirements-affected activities and their
attributes [92]. By subscribing to these two analysis theories that describe the ele-
ments of the requirements quality theory [40], independent and dependent variables
relevant to the research domain become more complete and precise. This extends
the common vocabulary and improves the measurement instruments used within the
paradigm.

The second way of interacting with the paradigm is by initiating a new revolu-
tion after identifying an anomaly that produces a crisis. Should researchers identify
an anomaly, i.e., an observation that resists explanation within the current paradigm,
the ensuing crisis needs to be resolved. Specifically, this means that a new theory
would relieve the activity-based requirements quality theory and introduce a new
paradigm.

While the extension of existing knowledge structures resembles a paradigm shift
in that it changes the foundation of a research endeavor, these two changes are distin-
guished in their magnitude. This can be explained in terms of research programs as
introduced by Imre Lakatos [98]. According to Lakatos, the theoretical foundations
of a research program are composed of a hard core of essential, irrevisable theo-
ries, surrounded by a protective belt of supporting theories that may be subject to
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change. In our context, we may well argue that the requirements quality theory [40]
constitutes the irrevisable hard core of the program while the knowledge structures
listing quality factors [41], activities, and attributes [92] form the protective belt.
Hence, adjusting the latter does not incur a crisis necessitating a paradigm shift but
rather represents a significant change that remains consistent with the hard core of
our paradigm.

1.8.1.2 Implications on Methodology
Complementary to the anticipated implications for the particular research domain of
requirements quality, we strive to make a contribution to methodological discussions
in the software engineering research community as well. We aim to add to ongoing
initiatives pursued by the ISERN network4 and the ACM empirical standards [43] by
improving the design, execution, and documentation of empirical research methods.
Our methodological contributions support four particular initiatives:

1. Open Science: Our recovery of unavailable research artifacts and our guide-
lines to improve their availability [45, 74] aim to support researchers in prop-
erly disclosing artifacts connected to their studies.

2. Causal Inference: Our demonstration of applying an explicit framework for
statistical causal inference [81, 82] shall support the endeavor in SE to abandon
correlational studies and attempt inferring causal claims [54].

3. Data Analysis: Our comparison of frequentist and Bayesian methods [81, 82]
and the review of guideline adherence for crossover-design experiments [93]
provide additional guidelines for reliable data analysis.

4. Research Synthesis: Our framework of the evolution of empirical, quantita-
tive evidence [99] extend the current research synthesis practices beyond meta-
analysis [94] and allow amore structured approach to arriving at valid variance
theories.

We hope that our work enhances the community’s awareness of these methodo-
logical discussions. Furthermore, we hope to provide the community with demonstra-
tions and tools that make more rigorous approaches usable. We properly documented
and archived all supplementary material of each work to ease the replication of our
work and increase its accessibility.

By participating in annual community meetings like the ISERN and national
SiREN meeting5 we actively disseminated our contributions and participated in on-
going methodological discussions. The publication and archival of all replication
packages connected to our studies further increase their usability.

4International Software Engineering Research Network, see https://isern.iese.de/
5http://sirensweden.org/
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1.8.2 Implications for Practice
By reaching goals 1-4, we hope to enable the transfer of knowledge about require-
ments quality to software engineering practitioners dealing with requirements arti-
facts. The transferred knowledge takes the form of accumulated research results
about requirements quality phenomena. This way, practitioners obtain recommenda-
tions synthesized from multiple empirical studies about the impact of requirements
quality factors. Practitioners can use these recommendations to design requirements
writing guidelines.

The requirements quality theory [40], the plethora of available factors [41, 92],
and the advanced statistical methods for data analysis [81, 82] pose considerable
complexity to advance the field of requirements quality. Consequently, we designed
the requirements quality framework [99] such that it hides this complexity and offers
a simple interface for researchers to communicate their results to practitioners.

1.8.3 Limitations
Our work is still subject to the following limitations. Firstly, while our studies are
focused onNL requirements artifacts, most of the artifacts involved in our studies rep-
resent functional requirements. While our approach is neither limited to functional
nor to NL requirements artifacts, the empirical evidence generated during this thesis
pertains mostly to NL requirements artifacts specifying functional requirements.

The contribution presented in Chapter VII does not fully achieve goal 3, i.e.,
the provision of a significant amount of empirical evidence. Being merely one study,
it rather represents one step towards reaching goal 3 and aims to entice replications.
Additionally, Chapter VII demonstrates how to contribute to the proposed paradigm.
Therefore, we cannot claim that we have fully reached goal 3 in the scope of this
thesis.

On a similar note, this demonstration of producing empirical evidence according
to the paradigm of the requirements quality theory is limited to a controlled experi-
ment [82]. This research method offers the highest control over the factors of interest
and, therefore, supports our claim of causality. On the other hand, we acknowledge
that controlled experiments are expensive and do not scale well [100]. Comparable
guidelines on how to contribute to the proposed research paradigm using observa-
tional instead of experimental studies is still missing.

Furthermore, our elaboration of the theoretical foundation includes taxonomies
for only two out of three classes of variables: The requirements quality factor on-
tology [41] structures requirements quality factors, and the model of requirements-
affected activities and their attributes [92] structures activities and attributes. We
did not develop a taxonomy for the third class of variables, the context factors (bot-
tom of Figure 1.2). Context factors span a variety of human factors, organizational
aspects, and properties of a system’s application domain [88]. Critically, many of
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these factors are latent variables with unclear operationalization, but their influence
on requirement quality phenomena is strongly suggested, given the importance of
human factors in RE [87].

Finally, we acknowledge that our final contribution in Chapter VIII, the frame-
work for managing scientific theories, is currently strongly tailored to support the
use cases of researchers but not of practitioners. Practitioners are similarly important
stakeholders in the framework as they are supposed to utilize it to receive research
results that researchers feed into the framework. Studying the applicability of this
approach from the practitioners’ view fell out of the scope of this thesis.

1.8.4 Future Work
Our most imperative future work will be to maintain the requirements quality frame-
work and orchestrate empirical research in the requirements quality research domain.
We aim to shepherd this research endeavor beyond this thesis. Our immediate course
of action is to generate attention for the requirements quality theory and its con-
stituents, as well as the requirements quality framework as an integration platform.
Additionally, we aim to disseminate our advice on generating empirical evidence in
seminars and tutorials.

To address the second of the limitations mentioned in Section 1.8.3, we aim to
complement our experimental studies with observational studies. This way, we aim
to provide additional guidance to scholars and an alternative for generating new evi-
dence via experiments. To this end, we are actively recruiting company partners and
investigating requirements quality phenomena in their respective contexts. We aim
to make use of advanced statistical methods to draw causal inferences from observa-
tional data that still conform to the requirements quality framework [80].

To address the third of the limitations mentioned in Section 1.8.3, we aim to
develop a taxonomy of context factors relevant to requirements engineering, similar
to our previous ontology [41] and taxonomy [92]. This taxonomy of context factors
shall guide a systematic exploration of the impact that context has on requirements
quality. The main challenges will be the elicitation of relevant factors and a valid
operationalization of those factors. We envision pooling this knowledge from both
the experience of subject matter experts from the RE research domain as well as
extensive empirical studies from practice.

Finally, we aim to extend our theoretical contributions to strengthen the pro-
posed research paradigm. Currently, our paradigm consists of three analysis theo-
ries:

1. the requirements quality theory [40] describing the relationship between re-
quirements quality concepts,

2. the requirements quality factor ontology [74], a classification system of qual-
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ity factors, and

3. the model of requirements-affected activities and their attributes [92], a
classification system of activities and attributes.

Additionally, the application of those theories in our empirical contribution [82]
(Chapter VI) represents a first step towards a prediction theory, estimating the im-
pact of two specific requirements quality factors. According to the categorization
of Gregor [39], two types of theories are not covered by our paradigm. Firstly, our
paradigm lacks an explanation theory. While our prediction theory supports obtain-
ing a systematic understanding of what happens (e.g., what impact a passive voice
requirement will have on the domain modeling activity), it cannot explain why this
impact happens. Adopting theories from linguistics and social sciences will be neces-
sary to explain such phenomena. Secondly, our paradigm lacks a design and action
theory. The requirements quality framework presented in Chapter VIII provides an
interface for knowledge synthesis and translation, but it does not prescribe how to
enact the recommendations, as mentioned in Section 1.8.3. Once the requirements
quality framework has matured and accumulated more empirical evidence worth syn-
thesizing, we plan to investigate the reception and use of this knowledge.

1.9 Conclusion
Requirements quality research aims to support software engineering practitioners
in deciding whether their requirements artifacts are good-enough. To achieve this
goal, requirements quality research requires a paradigm shift to ensure that it stud-
ies relevant issues in a productive manner. This paradigm must encourage focusing
on relevant phenomena (i.e., how requirements artifacts impact subsequent activi-
ties), using valid research methods to produce new empirical evidence, and facili-
tating constructive, distributed, yet coherent research endeavors. These endeavors
ultimately integrate into more general and valid propositions that provide valuable
decision support for practitioners. In the scope of this thesis, we take several steps
in this paradigm shift. Particularly, we make (1) theoretical contributions by devel-
oping a harmonized requirements quality theory and taxonomies for its constituents,
(2) methodological contributions by improving research methods, and (3) practical
contributions by demonstrating the application of our advancements. We are confi-
dent that adherence to this paradigm will propel requirements quality research in its
trajectory to produce meaningful research that aids practitioners.
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