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Abstract
Background: High-quality requirements are considered crucial for successful

software development endeavors as the requirements’ purpose is to inform subse-
quent activities like implementation or testing. Requirements quality defects have
been shown to incur significant costs for remediation, scaling up even to project fail-
ure. At the same time, the effort to improve the quality of requirements must be
justified. Organizations developing software, therefore, need to understand when
their requirements artifacts are of “good enough” quality, i.e., they need to be able
to identify the optimum between over- and under-engineering.

Problem: The body of knowledge in requirements quality does not yet offer
solutions that would allow organizations to identify that optimum due to three short-
comings: (1) there is no generally accepted, theoretical foundation to describe re-
quirements quality that can serve as a basis to coordinate distributed research efforts
and the synthesis of evidence in the field, (2) the scientific practice currently applied
in the field is of limited rigor to draw reliable conclusions from existing empirical
contributions, and (3) the field lacks empirical evidence that can be aggregated to
form a holistic view of requirements quality. These are potential causes for the lack
of adoption of requirements quality research in practice.

Goal: In this cumulative, publication-based thesis, we address these three short-
comings and aim to contribute to a more evidence-based approach to requirements
quality research grounded in scientific theory.

Method: First, we develop a theoretical foundation by adopting and integrating
existing software engineering theories. Second, we evaluate the state of the art of
data analysis and open science in the field and provide guidelines to improve these
practices. Third, we demonstrate the application of these guidelines and conduct a
controlled experiment to contribute additional empirical evidence to the field.

Results: The resulting set of analytical theories specifies requirements quality
and provides a structure for future empirical contributions. Our evaluation of the
state of the art shows both the need for a common theoretical foundation as well as
support for applying rigorous research practices. Our empirical studies contribute
to these needs and illustrate the complexity of the impact that requirements quality
defects have on subsequent activities. Finally, we develop a method for the effective
aggregation of empirical results.

Conclusion: Our theoretical, methodological, and empirical contributions help
to coordinate a productive and constructive research agenda on requirements quality
that is based on evidence and grounded in theory. This allows for rigorous and prac-
tically relevant research that ultimately informs organizations on how to engineer
good-enough requirements.

Keywords: Requirements Engineering, Requirements Artifacts, Requirements Qual-
ity
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Preface

Our endeavor to understand, specify, and operationalize the concept of requirements
quality under the leitmotiv “good-enough requirements engineering” has taken many
turns and saw several research roadmaps drafted and discarded. This preface briefly
retells the evolution of the research agenda from a procedural perspective, i.e., how
our perspective evolved over time. The scientific, more holistic perspective, i.e., the
coherent big picture that orders the containing contributions narratively, not proce-
durally, follows in the introductory chapter Chapter 1.

The original goal of the endeavor was to develop support for companies to de-
termine whether or not their requirements artifacts are good enough. The journey
started out by adopting the stance on requirements quality that was predominant in
the research field, focusing on quality factors of requirements artifacts, e.g., passive
voice, ambiguous pronouns, and many others.1 However, while collecting existing
requirements quality factors and structuring them in an ontology (see Chapter II), we
noticed that the relevance of the factors proposed in the literature varied strongly.
Most contributions to the field of requirements quality simply claimed that a quality
factor is important and only very few made an—often unsystematic—effort to prove
the relevance of their proposed factor in an empirical fashion. At the same time, both
our own experience from company collaborations and recent, related work pointed
towards a lack of trust in research results from the requirements quality field.

Although the original roadmap foresaw the extension of the collection of require-
ments quality factors and the attempt to automate their detection and remediation,
this conundrum incentivized us to step back. The need for a theoretical foundation
that ensures the relevance of contributions to the requirements quality research field
emerged.

We drew inspiration from the adjacent research field of source code quality, which
also studied the quality of artifacts from the software engineering context. This much
more mature research field allowed us to adopt and further develop an activity-based
requirements quality theory (see Chapter I). The theory dictates that the relevance
of the previously collected requirements quality factors depends on how they impact
subsequent software development activities. In other words: a quality factor of a
requirements artifact (e.g., the use of passive voice) is only relevant if it has an ef-
fect on any activity that uses the requirements artifact (e.g., if deriving test cases

1See http://reqfactoront.com/content/factors.
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from it would take more time). The potential of this theory shifted our focus away
from quality factors, with which literature already abounds, onto these potentially
impacted activities (see Chapter III).

With the theoretical foundation of requirements quality established (Chapters I
to III), we planned to contribute empirical evidence to the field that subscribes to
this foundation. However, reviewing the few empirical studies in the field exhibited
several opportunities to also advance the rigor of commonplace scientific practices.
Hence, we dedicated a significant amount of our time to meta-research. Particularly,
we reviewed and tried to improve the availability of research artifacts from the re-
quirements quality literature (Chapter IV) and the state of data analysis (Chapters V
and VI) with methodological contributions.

With both the theoretical foundation of requirements quality established and rea-
sonable advances to scientific practice contributed, we were finally confident of pro-
ducing rigorous and relevant empirical evidence that contributed to the original goal.
The resulting controlled experiment yielded insights into the impact of two partic-
ular requirements quality factors (passive voice and ambiguous pronouns) on one
particular software development activity (domain modeling) (Chapter VII). It serves
as a demonstration of both the adherence to the revised scientific practices, which
ensures the rigor of the conclusions, and to the theoretical foundation, which ensures
the relevance of the conclusion.

We realized that the amount of empirical studies required to produce a reliable
body of knowledge about requirements quality was insurmountable within the scope
of a single Ph.D. program. Hence, instead of producing one more piece of empirical
evidence, we rather turned our attention to the challenge of enabling a constructive
long-term, distributed community effort working toward one larger goal. The final
contribution to this thesis (Chapter VIII), thus, proposes a research synthesis frame-
work that allows integrating separate, evolving pieces of quantitative, empirical evi-
dence to more general variance theories.

In hindsight, the original goal of this Ph.D. thesis turned out to be significantly
more multi-faceted than originally assumed. While, at this point, we are unable to
answer precisely when requirements are good enough, we hope that our theoretical
foundation, methodological advice, and synthesis framework paved the way for rig-
orous and relevant research answering the question.

iv



List of Papers

Paper I
Frattini, J., Montgomery, L., Fischbach, J., Mendez, D., Fucci, D., & Unterkalm-
steiner, M. (2023). Requirements quality research: a harmonized theory, evaluation,
and roadmap. Requirements engineering, 28(4), 507-520. DOI: 10.1007/s00766-
023-00405-y.

Paper II
© 2022 IEEE. Reprinted, with permission, from Frattini, J., Montgomery, L., Fis-
chbach, J., Unterkalmsteiner, M., Mendez, D., & Fucci, D. (2022, August). A live
extensible ontology of quality factors for textual requirements. In 2022 IEEE 30th In-
ternational Requirements Engineering Conference (RE) (pp. 274-280). IEEE. DOI:
10.1109/RE54965.2022.00041.

Paper III
© 2024 IEEE. Reprinted, with permission, from Frattini, J., Fischbach, J., Fucci,
D., Unterkalmsteiner, M., & Mendez, D. (2024, June). Measuring the Fitness-for-
Purpose of Requirements: An initial Model of Activities and Attributes. In 2024
IEEE 32nd International Requirements Engineering Conference (RE) (pp. 398-406).
IEEE. DOI: 10.1109/RE59067.2024.00047.

Paper IV
Frattini, J., Montgomery, L., Fucci, D., Unterkalmsteiner, M., Mendez, D., & Fis-
chbach, J. (2024). Requirements quality research artifacts: Recovery, analysis, and
management guideline. Journal of Systems and Software, 112120.
DOI: 10.1016/j.jss.2024.112120

v

https://doi.org/10.1007/s00766-023-00405-y
https://doi.org/10.1007/s00766-023-00405-y
https://doi.org/10.1109/RE54965.2022.00041
https://doi.org/10.1109/RE59067.2024.00047
https://doi.org/10.1016/j.jss.2024.112120


Paper V
Frattini, J., Fucci, D., Torkar, R., & Mendez, D. (2024, April). A second look at
the impact of passive voice requirements on domain modeling: Bayesian reanalysis
of an experiment. In Proceedings of the 1st IEEE/ACM International Workshop on
Methodological Issues with Empirical Studies in Software Engineering (pp. 27-33).
DOI: 10.1145/3643664.3648211

Paper VI
Frattini, J., Fucci, D. & Vegas, S. (2024, October). Crossover Designs in Software
Engineering Experiments: Review of the State of Analysis. In Proceedings of the
18th ACM/IEEE International Symposium on Empirical Software Engineering and
Measurement (pp. 482-488). DOI: 10.1145/3674805.3690754

Paper VII
Frattini, J., Fucci, D., Torkar, R., Montgomery, L., Unterkalmsteiner, M., Fischbach,
J., &Mendez, D. (2024, November). Applying Bayesian Data Analysis for Causal In-
ference about Requirements Quality: A Controlled Experiment. Empirical Software
Engineering. DOI: 10.1007/s10664-024-10582-1

Paper VIII
Frattini, J., Mendez, D., Fischbach, J., Fucci, D., & Unterkalmsteiner, M. (2025).
Managing Variance Theories in Software Engineering. Submitted to Transactions on
Software Engineering. arXiv: 2412.12634.

vi

https://doi.org/10.1145/3643664.3648211
https://doi.org/10.1145/3674805.3690754
https://doi.org/10.1007/s10664-024-10582-1
https://arxiv.org/abs/2412.12634


Author's contribution to the papers
The chapters of this compilation thesis are based on eight publications. Julian Frattini
is the main author of all eight publications compiled in this thesis. As the main author,
he took the main responsibility for conceptualization, methodology, software, formal
analysis, visualization, validation, andwriting of all contributions. Despite the author
taking the main responsibility, the introductory Chapter 1 is written in plural form to
emphasize the collaborative nature of all research endeavors. He and the co-authors
describe their contributions to the chapters in detail, utilizing the contributor role
taxonomy CRediT :

Paper I
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Investigation, Data Curation, Writing: original draft, Writing: re-
view & editing, Visualization, Project administration), Lloyd Montgomery (Con-
ceptualization, Methodology, Investigation, Writing: review & editing), Jannik Fis-
chbach (Conceptualization, Methodology, Investigation, Writing: review & editing),
Daniel Mendez (Conceptualization, Writing: review & editing, Supervision, Fund-
ing acquisition), Davide Fucci (Conceptualization, Methodology, Writing: review &
editing), Michael Unterkalmsteiner (Conceptualization, Writing: review & editing,
Supervision).

Paper II
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Investigation, Resources, Data Curation, Writing: original draft,
Writing: review&editing, Visualization, Project administration), LloydMontgomery
(Conceptualization, Methodology, Investigation, Data Curation, Writing: review &
editing), Jannik Fischbach (Conceptualization, Methodology, Investigation, Data Cu-
ration, Writing: review & editing), Michael Unterkalmsteiner (Conceptualization,
Writing: review & editing, Supervision), Daniel Mendez (Conceptualization, Writ-
ing: review & editing, Supervision, Funding acquisition), Davide Fucci (Conceptu-
alization, Methodology, Writing: review & editing).

Paper III
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Investigation, Resources, Data Curation, Writing: original draft,
Writing: review & editing, Visualization, Project administration), Jannik Fischbach
(Conceptualization, Methodology, Investigation, Data Curation, Writing: review &
editing), Davide Fucci (Conceptualization, Methodology, Writing: review & edit-

vii



ing), Michael Unterkalmsteiner (Conceptualization, Writing: review & editing, Su-
pervision), Daniel Mendez (Conceptualization, Writing: review & editing, Supervi-
sion, Funding acquisition).

Paper IV
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Investigation, Resources, Data Curation, Writing: original draft,
Writing: review&editing, Visualization, Project administration), LloydMontgomery
(Conceptualization, Methodology, Resources, Writing: original draft, Writing: re-
view & editing), Jannik Fischbach (Conceptualization), Daniel Mendez (Conceptual-
ization, Writing: review & editing, Supervision, Funding acquisition), Davide Fucci
(Conceptualization, Methodology, Writing: review & editing), Michael Unterkalm-
steiner (Conceptualization, Methodology, Writing: review & editing, Supervision).

Paper V
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Resources, Data Curation, Writing: original draft, Writing: review
& editing, Visualization, Project administration), Davide Fucci (Conceptualization,
Methodology, Validation, Formal Analysis, Writing: review & editing), Richard
Torkar (Conceptualization,Methodology, Validation, FormalAnalysis), DanielMendez
(Conceptualization, Writing: review & editing, Supervision, Funding acquisition).

Paper VI
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Formal Analysis, Investigation, Data Curation, Writing: original draft, Writing: re-
view & editing, Visualization, Project administration), Davide Fucci (Conceptualiza-
tion, Methodology, Validation, Writing: review & editing, Supervision), Sira Vegas
(Conceptualization, Methodology, Validation, Resources, Writing: review & edit-
ing).

Paper VII
with contributions by Julian Frattini (Conceptualization, Methodology, Software,
Validation, Investigation, Resources, Data Curation, Writing: original draft, Writing:
review & editing, Visualization, Project administration), Davide Fucci (Conceptual-
ization, Methodology, Validation, Formal Analysis, Investigation, Writing: review&
editing), Richard Torkar (Methodology, Validation, Formal Analysis), Lloyd Mont-
gomery (Conceptualization, Data Curation, Writing: review & editing), Michael Un-

viii



terkalmsteiner (Conceptualization, Methodology, Writing: review & editing, Super-
vision), Jannik Fischbach (Conceptualization, Resources), Daniel Mendez (Concep-
tualization, Writing: review & editing, Supervision, Funding acquisition).

Paper VIII
with contributions by Julian Frattini (Conceptualization, Methodology, Formal Anal-
ysis, Investigation, Data Curation, Writing: original draft, Writing: review& editing,
Visualization, Project administration), Jannik Fischbach (Conceptualization,Writing:
review & editing), Daniel Mendez (Conceptualization, Methodology, Writing: orig-
inal draft, Writing: review & editing, Supervision, Funding acquisition), Davide
Fucci (Conceptualization, Writing: review & editing), Michael Unterkalmsteiner
(Conceptualization, Writing: review & editing, Supervision).





Table of Contents

Acknowledgements i
Preface iii
List of Papers v
1 Introduction 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Goals and Research Questions . . . . . . . . . . . . . . . . . . . . 7
1.5 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.7 Errata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

I Requirements Quality Research: a harmonized Theory, Evaluation,
and Roadmap 25

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2 Software Quality Research . . . . . . . . . . . . . . . . . . . . . . 26
3 Requirements Quality Theory . . . . . . . . . . . . . . . . . . . . . 30
4 State of research . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5 Research Roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

II A Live Extensible Ontology of Quality Factors for Textual Require-
ments 45

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Long-Term Objective . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Provisional Ontology Design . . . . . . . . . . . . . . . . . . . . . 50
5 Prototype of the Ontology . . . . . . . . . . . . . . . . . . . . . . 51
6 Threats and Challenges . . . . . . . . . . . . . . . . . . . . . . . . 55
7 Limitations and Call for Action . . . . . . . . . . . . . . . . . . . . 57
8 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . 58



III Measuring the Fitness-for-Purpose ofRequirements: An initialModel
of Activities and Attributes 59

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2 Background and Related Work . . . . . . . . . . . . . . . . . . . . 61
3 Goal and Early Method . . . . . . . . . . . . . . . . . . . . . . . . 63
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5 Research Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

IV Requirements Quality Research Artifacts: Recovery, Analysis, and
Management Guideline 75

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3 Artifact Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4 Evaluation of Reasons for Artifact Unavailability . . . . . . . . . . 89
5 Open Science Artifact Management Guideline . . . . . . . . . . . . 98
6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . 105

V A Second Look at the Impact of Passive Voice Requirements on Do-
main Modeling: Bayesian Reanalysis of an Experiment 107

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

VI Crossover Designs in Software Engineering Experiments: Review
of the State of Analysis 121

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
2 Background and Related Work . . . . . . . . . . . . . . . . . . . . 122
3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . 133
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

VII Applying Bayesian Data Analysis for Causal Inference about Re-
quirements Quality: A Controlled Experiment 135

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172



6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
VIII Replications, Revisions, and Reanalyses: Managing Variance Theo-

ries in Software Engineering 181
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
3 Goal and Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
4 Conceptual Framework . . . . . . . . . . . . . . . . . . . . . . . . 186
5 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Bibliography 207





1 Introduction

1.1 Overview
Requirements artifacts—e.g., systematic requirements specifications, use cases, or
user stories—are used as input to other activities of software development. For ex-
ample, developers implement the functionality described in a use case and testers
derive test cases from acceptance criteria of user stories. Therefore, the quality of
requirements artifacts impacts subsequent software development activities [1]. For
example, an ambiguous requirements specificationmay cause the subsequent activity
of implementing the requirements to produce an incorrect solution [2]. Remediating
this subsequent impact (i.e., re-implementing incorrect source code) often requires
much more effort than remediating the cause (i.e., clarifying the ambiguous require-
ments specification) [3, 4].

At the same time, effort spent on improving the quality of requirements needs
to be justified. Requirements artifacts are a means-to-an-end [1], and any effort that
exceeds meeting this end can be considered a waste [5]. Consequently, companies
aim to ensure a good-enough level of requirements quality that minimizes the risk of
incurring this impact while also avoiding over-engineering the requirements specifi-
cations. Requirements quality research aims to support companies in attaining this
good-enough level. To this end, requirements quality research is dedicated “to under-
stand and define measurable attributes of requirements quality, to improve require-
ments quality through the creation of intervention techniques, and to evaluate those
techniques/interventions.” [6]. However, previous studies have noticed several short-
comings in the current state of requirements quality research [1, 7, 8] which impede
its adoption in practice [9]. This thesis is dedicated to identifying existing shortcom-
ings and addressing several of them to propel requirements quality research into a
more rigorous and relevant trajectory.

This first chapter of the cumulative thesis introduces the reader to the overall
research area, explains the overarching research endeavor in the scope of the the-
sis, and illustrates how the individual contributions in the subsequent chapters are
connected to the endeavor. In this chapter, Section 1.2 introduces the fundamen-
tals of requirements engineering, requirements artifacts, and requirements quality.
Section 1.3 explains the gaps identified in the current state of research and practice,
and Section 1.4 the goals and research questions in the scope of this thesis that ad-
dress a subset of these gaps. Section 1.6 lists the individual publications included

1



in this cumulative thesis and how they contribute to achieving those goals. Finally,
Section 1.8 critically reflects on the results, including implications, limitations, and
potential future work, before we conclude in Section 1.9.

1.2 Background
The following subsections introduce the fundamental terminology of the research
domain in which this thesis is embedded.

1.2.1 Requirements Engineering
Requirements engineering (RE) is the “systematic, iterative, and disciplined approach
to develop explicit requirements and system specifications that all stakeholders agree
on” [10]. As such, RE aims to explore and understand the problem space of a software
development project (i.e., why and what to develop), but not the solution space [11]
(i.e., how to develop a system). Still, researchers and practitioners often struggle to
confine efforts into respective spaces [12], which results in solution-oriented require-
ments, i.e., requirements that do not describe the problem but rather already propose
a solution. These solution-oriented requirements pose a significant risk as they entail
a commitment to a solution without a full understanding of the problem to solve [13],
which is one form of quality defect in a requirements artifact.

Traditional RE activities include requirements elicitation, analysis, specifica-
tion, and validation and verification [14–16]. Regardless of the software process
model employed during a software development project, some fundamentals of re-
quirements and RE remain universally valid. This includes the aforementioned focus
on the problem- instead of the solution space as well as the general process of obtain-
ing requirements (i.e., elicitation), improving and documenting them (i.e., analysis
and specification), ensuring that they reflect the original intentions (i.e., validation),
and ensuring that the developed product or service meets those requirements (i.e.,
verification).

One source of confusion about requirements is that the established terminology
refers to “requirements” as both the needs or constraints imposed by a stakeholder
and their physical manifestation in artifacts (e.g., documentation) [10]. We explicitly
refer to the physical manifestation as a “requirements artifact” and limit the meaning
of “requirement” to a need or constraint to avoid confusion [17].

Because RE requires significant effort and its impact is difficult to trace pre-
cisely [18], practitioners often challenge the necessity of applying RE methods and
how they are supposed to be executed. Several studies report practitioners’ reluctance
to commit effort to RE since they perceive it as a waste of time [19] or generally not
constructive [20]. This happens despite multiple large-scale studies having shown
that negligence of RE exhibits significant risk for the subsequent software develop-
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ment process [18, 21].

1.2.2 Requirements Artifacts
Twomajor schools of thought exist in RE: activity orientation and artifact orientation.
Activity orientation emphasizes the process of RE and prescribes a set of intercon-
nected techniques and methods to achieve its goal [22]. Artifact orientation, on the
other hand, emphasizes the artifacts and their relationships produced during the RE
phase while remaining agnostic about how these artifacts are produced or used [23].

Requirements artifacts are defined as “a work product that is produced, modi-
fied, or used by a sequence of tasks that have value to a role” [24]. They are character-
ized by their physical representation, syntactic structure, and semantic content [24].
Artifacts may include more comprehensive software requirements specifications, as
commonly seen in plan-driven software processes, and user stories, as seen in agile
software processes. Artifacts are decomposable, i.e., one artifact may consist of sev-
eral sub-artifacts. For example, a systematic requirements specification artifact may
contain several sub-artifacts of the type use case.

In this thesis, we subscribe to artifact orientation and focusmainly on natural lan-
guage (NL) requirements artifacts. Because the RE phase involves a heterogeneous
set of stakeholders with varying levels of technical background and requirements
artifacts have to be understood by all involved stakeholders, NL requirements arti-
facts have emerged as themost understandable and applicable syntactic structure [25].
While requirements artifacts of different syntactic structures—for example, speci-
fied using formal languages [26, 27], models [28], or other media like videos [29]—
offer distinct benefits, NL remains the most prominent form of specifying require-
ments [21].

1.2.3 Requirements Quality
The quality of requirements impacts subsequent software development activities [30].
These impacts have been empirically investigated both at a high level, i.e., connect-
ing practitioners’ self-reported experiences and perceptions of requirements quality
to problems including project success or failure [18] and at a lower level, i.e., con-
necting specific linguistic occurrences in requirements artifacts to time and budget
overrun [31].

Within the paradigm of artifact-oriented RE, requirements artifacts carry the re-
sponsibility to communicate the requirements to subsequent software development
activities. This renders requirements artifacts as eligible subjects to quality assur-
ance (QA). Requirements quality research is dedicated to guiding this QA by un-
derstanding the impact that properties of requirements artifacts have on subsequent
activities [6]. Traditionally, this manifests in the proposal of guidelines associating
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specific linguistic patterns with good or bad quality and, hence, advocating for or
against the usage of these patterns [32]. For example, the use of passive voice is
often advised against in RE textbooks [33] given that it omits information and, con-
sequently, negatively impacts subsequent activities like domain modeling [34].

A critical property of QA in RE is the phenomenon of scaling costs for defect
removal. The longer a defect persists in software development, the more expensive
it becomes to fix it [4, 35]. For example, an ambiguous requirements artifact might
take a couple of hours to clarify with the relevant stakeholders, while an incorrect
implementation built based on a misunderstanding of that requirements artifact may
take several days to rework [36]. If that defect is only noticed after the product or
service has already been deployed, then the cost of remediating it becomes even
greater and may not only be paid in monetary resources but also in reputation and
trust. A seminal study by Boehm et al. [3] estimated a cost increase by a factor of
10 per phase that the defect survives. This study is both dated and was conducted
in a more plan-driven context, but there is no reason to assume that the fundamental
principle of cost increase—regardless of the actual factor of exponentiation—has
changed.

1.3 Gaps
Requirements quality research should support practitioners in deciding whether their
requirements artifacts are good-enough. Achieving good-enough requirements en-
tails finding an optimum between under- and over-engineering the requirements ar-
tifacts. As Fricker et al. summarize, “[i]nadequately specified requirements lead to
ambiguity and misunderstandings that cause large corrective costs down the develop-
ment road. However, toomuch detail and quality improvement retards the delivery of
development results while also increasing specification costs and unnecessarily con-
straining the solution space.” [5]. Traditional requirements quality research concerns
itself with providing practitioners tools and methods to identify when the optimum
of good-enough requirements engineering is reached. Yet, the current state of re-
search and practice is subject to several shortcomings noted in previous research [2,
7, 8, 37], and elaborated in the subsequent chapters Chapters I to VIII. The following
subsections Sections 1.3.1 to 1.3.3 summarize these shortcomings.

1.3.1 Gap1: Insufficient Theoretical Foundation for Requirements
Quality Research

A mature scientific discipline is governed and coordinated by a set of commonly
accepted theories [38]. Depending on the purpose of the theories, these fulfill differ-
ent roles in guiding the scientific practice. Gregor et al. differentiate four different
primary purposes of theories [39]:
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1. Analysis and Description: providing a description of the phenomena of inter-
est and of the relationship between them

2. Explanation: explaining how, why, and when phenomena occur

3. Prediction: estimating what will happen in the future under certain conditions

4. Prescription: prescribing methods and structures for the utilization of knowl-
edge in practice

In their role within a scientific discipline, analytic and descriptive theories frame
the phenomena of interest and provide uniform terminology to communicate about
them. Explanatory theories contribute a causal understanding of the interrelation
of the phenomena. Predictive theories inform about potential consequences, while
prescriptive theories guide the utilization of the procured knowledge in practice.

The scientific discipline of requirements quality lacks, so far, a common, so-
phisticated theoretical foundation [40]. Contributions to the field declare no refer-
ence to any overarching theory to the best of our knowledge. This results in several
aspects of the discipline to diverge. For example, repeatedly studied phenomena like
requirements quality factors, i.e., metrics evaluating the quality of requirements ar-
tifacts, are referred to with different names (e.g., requirements smell, requirements
indicator, and others) [41]. Moreover, similar requirements quality factors are often
described differently in separate studies, resulting in competing, incommensurable
definitions [41]. Empirical studies about requirements quality also lack adherence
to any explanatory or predictive theory that would put these phenomena into rela-
tion with each other and specify the context in which they hold. In the context of
requirements quality research, this manifests as a lack of coherence when describing
the impact that quality factors have, i.e., what consequences they cause [1]. All this
terminological and conceptual heterogeneity makes the synthesis of individual stud-
ies to more general and valid conclusions impossible [42], constraining requirements
quality research to a fragmented, incidental endeavor.

1.3.2 Gap 2: Immature Scientific Practice
Assuming that the discipline of requirements quality research receives a governing
set of commonly accepted theories, the rigor of the applied research methodology
determines the quality of scientific contributions. Contributions lacking rigor will
provide little value to the scientific discipline regardless of their adherence to theo-
retical foundations. This necessitates the continuous development and evolution of
empirical methods as seen by the ACM Empirical Standards [43] or scientific fo-
rums like the Empirical Software Engineering journal 1 and the Empirical Software

1https://link.springer.com/journal/10664
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Engineering and Measurement conference series. 2 While reviewing literature in the
scope of our studies, we encountered several shortcomings threatening the validity
of contributions. Three of these shortcomings emerged as particularly significant to
the research we conducted.

Lack of Adherence to Open Science Firstly, we identified a lack of adherence
to open science principles [44]. While reviewing literature about requirements qual-
ity factors [41], we collected research artifacts connected to them. These research
artifacts include data sets that were often described to be manually annotated, as
well as tools that automatically detect and remove requirements quality factors [41].
However, the majority of research artifacts have become unavailable or have never
been disclosed in the first place [45]. Availability of research artifacts is a necessary
precondition for reproducibility [46]. Hence, the lack thereof inhibits the ability of
a research community to independently review published results. Furthermore, the
unavailability of research artifacts inhibits replication and their evolution.

Simplistic Statistical Tools The second identified shortcoming is the reliance on
empirical studies on simple statistical tools for their data analysis. The requirements
quality literature, just as the encompassing requirements engineering and software
engineering, mostly resorts to out-of-the-box frequentist approaches null-hypothesis
significance tests (NHSTs) [47]. These approaches reduce complex data to unreason-
ably restrictive, often binary, results (e.g., a p-value) [48]. Additionally, NHSTs are
often applied without any consideration of causality and, therefore, merely represent
associative, correlational inferences. This threatens the validity of the conclusions
drawn from data within the scope of empirical studies.

Mismatch of Study Design and Data Analysis The third identified shortcoming
is the mismatch between the study design and the way that the resulting data is ana-
lyzed. In particular, we noticed this mismatch when reviewing empirical studies that
conducted an experiment with a crossover design, i.e., an experiment where every
unit received every level of the treatment but in different orders [47]. The crossover
design allows to control between-subject variability by studying differences between
units rather than between treatment groups, but it also incurs several new threats to
the validity of the results [49]. For example, if the units of analysis are human partic-
ipants, a learning effect may affect the observed results as the experiment continues.
To mitigate these threats, Vegas et al. proposed guidelines for the design and analysis
of crossover-design experiments [50]. However, the adherence to these guidelines
varies strongly, which undermines the validity of threat mitigation.

2https://conf.researchr.org/series/esem
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1.3.3 Gap 3: Lack of Empirical Evidence
While the field of requirements quality does receive empirical contributions [6], it
lacks—also in consequence of the above—contributions that adhere to a theoretical
foundation, apply appropriate scientific practices and provide insight into the impact
of factors of requirements quality. A systematic study of empirical evidence about
requirements quality revealed that most studies propose approaches and tools to im-
prove requirements quality, but only few attempt to actually define and understand
quality and its impact [6]. Studies proposing approaches and tools to improve re-
quirements quality are popular in the natural language processing for requirements
engineering (NLP4RE) domain [51] as shown by the excessive number of tools pro-
posed in the recent years [52]. However, these tools lack empirical evidence for the
relevance of the quality factors that they detect or remove. Otherwise, the tool does
not perform a meaningful task regardless of its de facto accuracy. Requirements qual-
ity research needs to produce more empirical evidence about impact to contribute
relevant guidance both for researchers aiming to build automatic solutions and for
practitioners aiming to ensure the quality of their requirements artifacts.

1.4 Goals and Research Questions
This thesis is dedicated to addressing the gaps 1-3 described in Section 1.3. To this
end, we aim to achieve the following goals Goals 1-4 described in Sections 1.4.1
to 1.4.4. Every goal is further specified in terms of associated research questions.
Figure 1.1 visualizes the relationships between goals, gaps, and contributions (pre-
sented in Section 1.6) in the scope of this thesis.

1.4.1 Goal 1: Theoretical Foundation for Requirements Quality
Research

We aim to provide the requirements quality research domain with a theoretical foun-
dation that describes both the relevant constituents of requirements quality as well as
the relationships between them. This theoretical foundation—consisting of several
theories of different types fulfilling different purposes [39]—shall provide a frame
for any future research endeavor and place them into a clear relationship both to
the studied phenomena and to other contributions. We assign priority to analytic
theories to establish a conceptualization of the phenomena of interest and a shared
vocabulary for them. This entails one analysis theory taking the form of an ontology
and describing which general concepts are relevant to requirements quality and how
they interact, e.g., requirements artifacts, quality factors, and affected activities [2].
It further entails analysis theories taking the form of taxonomies and classification
structures to collect the instances of each concept, e.g., which requirements quality
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Figure 1.1: Gaps, goals, and contributions of this thesis
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factors are discussed in literature [41]. Publicly disclosing all material used to specify
these theories allows them to evolve organically with emerging research from the re-
search community. Achieving this goal addresses gap 1 (Section 1.3.1) by answering
the research questions stated in Table 1.1.3

Table 1.1: Research questions in the scope of Goal 1 (Research questions marked with an asterisk (*) are
explicitly stated as such in the respective chapters, the others are imputed for the sake of the narrative.)

Chapter ID Research Question

Chapter I RQ1.1 What is requirements quality?
RQ1.2* How are the concepts of the requirements quality theory reported in require-

ments quality literature?
Chapter II RQ2.1 What is the structure of requirements quality factors?

RQ2.2 Which requirements quality factors are reported in literature?
Chapter III RQ3.1* Which software development activities are affected by requirements arti-

facts?
RQ3.2* By which attributes are requirements-affected activities evaluated?

1.4.2 Goal 2: Improved Scientific Practice
We aim to survey and critically reflect on current scientific practices in the require-
ments quality research domain and to propose improvements that increase the rigor
and relevance of future contributions. Lack of rigor in applying researchmethodswill
render future contributions—despite adherence to theoretical foundations—unreliable
and prevent the requirements quality research domain from advancing. Hence, we
dedicated a significant part of our research efforts not only to advancing the content
of requirements quality, but also the scientific practice by which the latter is produced.
This goal is not constrained to the requirements quality research domain. Though we
draw motivation for it from the requirements quality literature and our claims about
the observed shortcomings might not generalize to other fields of SE research, we
are confident that other fields might similarly benefit from the advances. Achieving
this goal addresses gap 2 (Section 1.3.2) by answering the research questions stated
in Table 1.2.

Table 1.2: Research questions in the scope of Goal 2

Chapter ID Research Question

Chapter IV RQ4 What is the state of artifact availability in requirements quality research?
Chapter V RQ5 How domore rigorous methods for statistical causal inference revise previous

claims about the impact of requirements quality?
Chapter VI RQ6 To what extent do SE experiments adhere to data analysis guidelines?

RQ5 is answered by the specific example of the impact that the use of passive
voice in functional requirements specifications has on the domain modeling activ-
ity [34]. For more rigorous methods for statistical causal inference, we chose the
use of a framework for statistical causal inference [53, 54] and Bayesian data anal-

3The ID numbering system is only valid throughout this Chapter 1 to put them into relation.
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ysis [55]. We answer RQ6 for experiments employing a crossover design [47] and
assess their adherence to the analysis guidelines by Vegas et al. [50].

1.4.3 Goal 3: Contributing Empirical Evidence
We aim to contribute empirical evidence of our own to the research domain of require-
ments quality. The observed lack of empirical evidence about the understanding of
requirements quality [6] necessitates empirically studying the phenomena in differ-
ent real-world contexts. An important aspect of this goal is not only the contribution
of evidence but also the demonstration of how to contribute evidence when subscrib-
ing to the theoretical foundation. This way, studies guide future contributions to
adhere to the theories that form the theoretical foundation of the research domain,
which ensures their coherence and homogeneity. Achieving this goal addresses gap
3 (Section 1.3.3) by answering the research questions stated in Table 1.3.

Table 1.3: Research questions in the scope of Goal 3

Chapter ID Research Question

Chapter VII RQ7.1 To what extent do quality defects in NL requirements specifications impact
subsequent activities?

RQ7.2 Do context factors influence this impact of quality defects on activities?

We answer RQ7.1 and RQ7.1 by the specific example of the impact of passive
voice and ambiguous pronouns on the domain modeling activity.

1.4.4 Goal 4: Managing Variance Theories
Achieving the aforementioned goals will address the identified gaps but evoke a new
challenge. Assuming that our contributions allow for further empirical evidence
(goal 3) following more rigorous scientific practices (goal 2) based on a common,
theoretical foundation (goal 1) in the research field of requirements quality, the po-
tential to integrate these individual contributions into larger, more valid conclusions
emerges. To anticipate this development and facilitate an effective management of
evidence-based variance theories and, thus, to allow for the scientific community
to advance based on a more coherent body of scientific knowledge, we extrapolate
a fourth goal. We aim to provide the requirements quality research domain with
support for synthesizing multiple pieces of empirical, quantitative evidence to more
generally valid variance theories. Achieving this will aid the requirements quality
research community to direct their collaborative effort toward a common, greater
goal.
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Table 1.4: Research questions in the scope of Goal 4

Chapter ID Research Question

Chapter VIII RQ8 How should a research community synthesize empirical, quantitative evi-
dence to produce valid variance theories?

1.5 Methods
We employ the researchmethods detailed in Table 1.5 to address the previously stated
research questions. We justify and describe all research methods in detail in each
respective chapter where they were applied. The subsections Sections 1.5.1 to 1.5.4
summarize only non-conventional choices with an impact on the overall thesis.

Table 1.5: Applied approaches per chapter and research question

Chapter RQ Approach

Chapter I RQ1.1 Theory adoption [56]
RQ1.2 Survey [57]

Chapter II RQ2.1 & RQ2.2 Taxonomy development [58]
Chapter III RQ3.1 & RQ3.2 Literature review [59], case study [60], thematic synthesis [61]
Chapter IV RQ4.1 Artifact recovery analysis [45]

RQ4.2 & RQ4.3 Bayesian data analysis [62]
Chapter V RQ5 Reanalysis [63], Bayesian data analysis [62]
Chapter VI RQ6 Forward snowball sampling [64]
Chapter VII RQ7.1 & RQ7.2 Controlled experiment [47, 50], conceptual replication [63], Bayesian

data analysis [62]
Chapter VIII RQ8 Constructive research, focus group

1.5.1 Theory Adoption
Constructing theories is the main way of assembling and refining general knowl-
edge [38] and the presence and use of theories are often seen as an indicator of a
scientific discipline’s maturity [65]. A “[t]heory provides explanations and under-
standing in terms of basic concepts and underlying mechanisms, which constitute
an important counterpart to knowledge of passing trends” [66]. To achieve goal 1,
the development of a requirements quality theory is necessary. While SE research
is often not considered rich in theory [67, 68], a common method applied in the rare
cases of theory development is grounded theory [69]. However, we opt to obtain our
central analytic theory [39] via the less common theory adoption and two supporting
analytic theories using taxonomy development [58]. A theory can be adopted if the
phenomena of the original theory are consistent with the phenomena in the target
discipline [56]. In the case of requirements quality, we were able to draw heavy in-
spiration from the field of software quality [70] as previously noted by Femmer et
al. [2]. Software quality research shows parallels to requirements quality research
in that both disciplines aim to assess the quality of software artifacts [24] for subse-
quent activities. The maturity of the software quality discipline [71–73] allowed us
to adopt the theory for requirements quality.
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1.5.2 Literature Review
Several of our goals require a review of relevant literature. For example, in Chap-
ter III, we survey controlled experiments from the RE literature to determine the
activities in which requirements artifacts can be involved as one of our data sources.
In several cases [40, 41, 74], we were able to reuse an existing set of relevant primary
studies from a previous literature review where the search criteria matched ours [6].
However, in the cases where we had to employ a search strategy of our own, we devi-
ated from the de-facto standard in SE literature, a query-based database search follow-
ing the guidelines of Kitchenham et al. [75]. Instead, we opted to employ the survey
method proposed by Sjøberg et al. [59], which proposes to make a pre-selection of
relevant venues (i.e., journals and conferences) and query these specifically. While
this sacrifices recall, it constrains the large number of false positives with which a
standard keyword-based search would have rendered the search strategy unusable.

1.5.3 Bayesian Data Analysis
Several of our research questions require the application of inferential statistics. SE
researchers most commonly apply simple frequentist tools like analysis of variance
(ANOVA) for this task, the simplest representative being the Student’s t-test. How-
ever, these frequentist approaches are not only mostly void of any explicit causal
considerations, but also reduce the complex data to unnecessarily narrow statistics
(e.g., a p-value) [48]. Hence, we instead utilize Bayesian data analysis (BDA) within
a framework for statistical causal inference [62, 76]. The framework for statistical
causal inference provides a systematic way of dealing with confounders and reduc-
ing bias in a data analysis [54, 77]. The use of BDA ensures transparency of sta-
tistical assumptions and preserves any uncertainty inherent to the data [62]. These
properties have led to a call for a paradigm shift from frequentist to explicitly causal
Bayesian methods in several disciplines, including software engineering [48, 78].
However, BDA has not yet seen significant adoption in software or requirements
engineering research due to its steep learning curve [54]. Chapter VII contains an
extensive demonstration of applying BDA in RE, though this thesis does not claim
to provide a pedagogical introduction to the topic. For this, we refer the interested
reader to adequate textbooks [62] and more elaborate guidelines [48, 54, 79, 80].

1.5.4 Replication
Finally, we contribute replications in the scope of this thesis [81, 82]. In SE research,
Baldassarre et al. [63] provided a commonly accepted distinction between types of
replications, which include internal, external, close, differentiated, and conceptual
replications. The latter type occurs when only the hypothesis of the original experi-
ment and replication are similar while all relevant elements of experimental design
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(i.e., site, experimenters, apparatus, operationalization, and population) differ [83].
Conceptual replications are often dismissed in SE research, as the number of changed
elements makes it impossible to trace disagreeing results to a single change [84].
However, we avoid dismissing conceptual replications categorically, as any study
where the outcomewould be considered diagnostic evidence about a claim from prior
research is a type of replication [85]. In this case, conceptual replications can be
particularly valuable if they produce similar results, as they strengthen the external
validity of the original claims regarding all elements of experimental design. Finally,
we also conduct a reproduction and a reanalysis in Chapter V, i.e., using existing data
from a previous study, we investigate the hypothesis with the same analysis method
(reproduction) and a different analysis method (reanalysis). The latter is sometimes
also referred to as a test of robustness [85] as it assesses whether different analysis
methods produce the same results. Both reproductions and reanalyses are, just as
conceptual replications, rather rare in SE research

1.6 Contributions
In the scope of this thesis, we aim to provide three kinds of contributions. Theoretical
contributions expand the theoretical foundation of the requirements quality research
field (reaching goal 1). Methodological contributions advance the research methods
(reaching goal 2). Applications demonstrate the usability of the two aforementioned
contributions in practice (reaching goals 3 and 4). Each type contains several con-
tributions. Each contribution corresponds to one publication and is represented in
a separate chapter of this thesis. In Figure 1.1, contributions are listed on the right.
Their grouping by type of contribution corresponds to the three gap statements on
the left.

1.6.1 Theoretical Contributions
In Chapter I, we develop an analytic theory of requirements quality that serves as
the foundation for requirements quality research. We adopted this theory from es-
tablished software quality theories [71, 73], contextualized it for RE [1], and refined
it with further developments [86, 87]. Most significantly, the theory emphasizes an
activity-based perspective of requirements quality [2], i.e., it postulates that the qual-
ity of a requirements artifact depends on how it influences the activities in which this
artifact is used in the subsequent software development process [30]. Additionally,
our theory emphasizes the influence of context [87]. Requirements quality is not
universal and highly depends on the involved people, the developed product, the ap-
plication domain, and many other factors that need to be respected when determining
whether a requirements artifact can be considered good or bad [88]. Figure 1.2 visu-
alizes the main concepts of the harmonized requirements quality theory [40]. This re-
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Figure 1.2: Core Concepts of the Activity-based Requirements Quality Theory

quirements quality theory defines the fundamental constructs and relationships [38]
that can be used to specify prediction theory [39] (also known as a variance the-
ory [89]), i.e., a theory predicting what will happen without explaining why.

In Chapters II and III, we develop two distinct classification schemes for the
two major elements of the requirements quality theory [40]: requirements quality
factors and requirements-affected activities and their attributes. Requirements qual-
ity factors (left side of Figure 1.2) represent properties of requirements artifacts and
are a common concept in requirements quality literature [6]. Factors like sentence
length [90], passive voice [34], and ambiguous pronouns [91] have been explored by
multiple studies in the literature because researchers attribute (often negative) conse-
quences to them. For example, the use of passive voice is suggested to challenge sub-
sequent activities like modeling [34] and development [33]. Requirements-affected
activities (right side of Figure 1.2) are those subsequent activities that use require-
ments artifacts as input, e.g., implementing or testing [2]. Their attributes are their
measurable properties, e.g., duration or completeness. Both types of properties are
often used in requirements quality literature, but there is no systematic overview of
them. In these contributions [41, 92], we initiate a systematic classification of ex-
isting requirements quality factors (Chapter II) and requirements-affected activities
and their attributes (Chapter III). These classifications serve as analysis theories [39]
aimed at describing and conceptualizing the constructs relevant to the previously
mentioned core analytic theory [40].
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1.6.2 Methodological Contributions
In Chapter IV, we address the issue of unavailable research artifacts in requirements
quality publications. Research artifacts like data sets and implementations are a vi-
tal contribution to the field [51]. Data sets serve as benchmarks for new tools and
encode the ground truth about requirements quality phenomena, e.g., by annotating
quality issues in requirements specifications. Implementations serve as actionable
tools that can be applied in practice to transfer the knowledge generated by research
to industry. However, many artifacts presented in publications become unavailable
over time or have never been available [45]. In this contribution [74], we conduct an
artifact recovery initiative to improve the availability of research artifacts. We then
analyze these artifacts to gain insights into the reasons for artifact (un-) availability
Finally, we develop concise guidelines to increase the community’s awareness of
open science practices and, thus, improve the availability of future research artifacts.

In Chapter V, we address the issue of simplistic data analyses employed in SE
publications. Most analyses of quantitative data employing inferential statistics are
limited to simple, implicit hypotheses (consisting of only one independent and one
dependent variable), which are tested via out-of-the-box frequentist methods like
null-hypothesis significance tests [47]. These analyses lack both an explicit causal
framework and sophisticated statistical methods. In this contribution [81], we re-
analyze a controlled experiment [34] by employing both an explicit framework for
statistical causal inference and Bayesian modeling [62] to revise the claims of the
original publication.

In Chapter VI, we address the issue of analyzing a complex type of controlled
experiment: the crossover-design experiment. In this particular design, all levels of
the treatment are applied to every experimental unit but in different orders [50]. This
way, every participant acts as their own control group and between-subject variance
can be factored out of the analysis. However, the design incurs new threats to the
validity of the conclusions and requires more attention during the data analysis [49].
Vegas et al. [50] have provided explicit guidelines to counteract these threats. In this
contribution [93], we survey publications citing the guidelines by Vegas et al. and
assess the degree to which these publications adhere to the guidelines.

1.6.3 Applications and Transfer
In Chapter VII, we address the scarcity of empirical evidence in the requirements
quality research domain. To this end, we conduct a conceptual replication of the
previously re-analyzed controlled experiment [34]. We extend the experiment by in-
vestigating not only the impact of passive voice but also of ambiguous pronouns [91],
and extend the sampling strategy to involve practitioners. Furthermore, we employ a
crossover design to account for between-subject variance [50] and conduct Bayesian
data analysis for more sophisticated statistical insights [48, 62]. In this contribu-
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tion [82], we demonstrate an advanced approach for generating empirical evidence
about requirements quality.

Finally, in Chapter VIII, we address the anticipated issue of synthesizing quanti-
tative, empirical evidence to obtain more valid variance theories. To this end, we first
define empirical, quantitative evidence as a tuple consisting of a causal hypothesis,
collected data, and an appropriate analysis method. Then, we define a framework
specifying the relationships between two pieces of empirical, quantitative evidence
in terms of three types of evolution listed in Table 1.6. Every type of evolution is
defined by which part(s) of the original piece of evidence it changes. For example, a
replication applies the same analysis method under the same causal hypothesis to a
new data set. Depending on the type of evolution, the new piece of evidence strength-
ens different aspects of the validity of the overall claim. For example, a replication
that comes to the same conclusion on a different data set improves the external valid-
ity of the hypothesis, as it is shown to hold in a different context.

Table 1.6: Types of evolution of empirical, quantitative evidence

Type Hypothesis Data Method Conclusion

Replication same new same Improved external validity
Revision new new (if necessary) same Improved internal validity
Reanalysis same same new Improved conclusion validity

This framework extends the practice of research synthesis in SE which is cur-
rently mostly limited to meta-analyses of replications [94]. We apply the framework
to synthesize previous research on requirements quality [34, 81, 82] to demonstrate
how it can be used to obtain more valid variance theories.

1.7 Errata
Discussions after the publication of the individual contributions that compose the
chapters—for example, in the scope of presentations at conferences—have led us to
reconsider some formulations and framings. In the following, we briefly discuss all
errata we are aware of.

Chapter I classifies the requirements quality theory as an explanatory and pre-
scriptive theory [39]. In hindsight, we argue that it is neither. The theory is not
explanatory as it does not yet explain phenomena, which would require properly
explaining the reason for the relationships proposed in the requirements quality the-
ory [40]. Furthermore, we exercise caution in calling the theory prescriptive, as it
lacks any procedural guidance on how to apply the theory. While this is a future
goal, as we later discuss in Section 1.8.4, we constitute that the requirements quality
theory does not yet deserve classification as either an explanatory or prescriptive the-
ory. Rather, the requirements quality theory should be understood as an theory for
analysis and understanding [39], as it postulates general relationships between con-
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cepts on a meta-level [89]. The theory primarily serves to enable prediction theories
about specific quality factors and their impact on activities and their attributes. Our
demonstration of applying the theory in an empirical study about the impact of pas-
sive voice and ambiguous pronouns on domain modeling [82] is an early example of
a prediction theory, as it estimates how the domain modeling activity will be affected
by the requirements quality factors without explaining why.

Chapter III introduces a terminological inconsistency between requirements and
requirements artifacts. The model of requirements-affected activities and their at-
tributes aims at collecting common activities performed once the requirements have
been elicited and specified [92]. Technically, the population of interest are activi-
ties affected by requirements artifacts, not by requirements, and the model should be
called “a model of requirements artifact-affected activities and their attributes.”

Chapters V and VII present the application of Bayesian data analysis to RE
phenomena. Both contributions conflate the approach of Bayesian data analysis and
statistical causal inference [54]. Due to the recency of Bayesian methods in SE re-
search [48] and the terminological confusion surrounding the early adoption [80],
there is no clearly established and commonly accepted relationship between these
statistical concepts. After further revision of literature from other fields, we agree
that a better framing would be that Bayesian data analysis is a method for statistical
causal inference and that the two approaches are not completely disjoint [62]. We
attempted to remediate the terminological confusion in Chapter VIII.

1.8 Discussion
In the following sections, we discuss the contributions within the scientific and prac-
tical context. Section 1.8.1 outlines the anticipated implications for research and
Section 1.8.2 the implications for practice. Section 1.8.3 acknowledges limitations
and Section 1.8.4 presents aspired future work to address these limitations.

1.8.1 Implications for Research
1.8.1.1 Implications on Disciplinary Culture
Our research endeavor draws near the concept of research paradigms popularized by
Thomas Kuhn [95]. Placing the work of this thesis in terms of Kuhn’s framework
shows how we understand our work in the larger context of the evolution of our
scientific field. We briefly explain the concepts introduced by Kuhn and apply them
to our endeavor to outline the anticipated implications of the research in the scope of
this thesis on the research culture in the field of requirements quality.

Central to Kuhn’s proposal is the concept of a research paradigm, which consti-
tutes three components [95]:
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1. general theoretical assumptions and laws

2. the techniques for their application that the members of a particular scientific
community adopt

3. general methodological prescriptions (e.g., that any serious attempt of contri-
bution should match the paradigm to the real-world context)

While we are not aware of any explicit attempts at defining a paradigm in the
field of requirements quality research or, for that matter, software engineering re-
search, systematic reviews of the field [6, 40, 41] hint at an implicit paradigm that
emerged through publication patterns. The general theoretical assumptions that most
of the contributions to the field share are that the quality of requirements artifacts
matters and companies require support in the detection and removal of quality de-
fects. The techniques for their application focus mainly on the definition of require-
ments quality factors [41] and the development of tools to detect violations against
them [52]. Methodological prescriptions are limited and mostly implicit, but many
contributions follow a similar pattern containing the following:

• the proposal of a requirements quality factor,

• a mostly non-empirical, often anecdotal justification of its relevance,

• the annotation of a data set with instances of violations against that quality
factor, and

• the architecture and evaluation of a tool detecting and/or remediating these
violations.

Methodological support for some of these steps exist, e.g., guidelines for the
evaluation of tools [96], but are scarce and rarely connected to the overall paradigm.
Because the theories governing the current paradigm largely ignore subsequent im-
pact, the paradigm is not equipped to produce conclusions about it.

Thomas Kuhn defines an anomaly as a “puzzle within a paradigm that resists
resolution” [95], i.e., a phenomenon that cannot be explained within the current
paradigm. The anomaly that the current paradigm of requirements quality research
experiences is the fact that—despite the general theoretical assumption that require-
ments artifact quality matters—companies do not seem to uptake the results of the
requirements quality research field [1, 7, 8].

Anomalies can evoke a crisis when they either strike at the fundamentals of a
paradigm and resist any attempt of removal or when they are important with respect
to some pressing social need. The former is the case in requirements quality research.
Despite the continuous efforts to produce support for detecting and removing require-
ments quality defects [51, 52], research results do not unfold the impact in practice
that the general theoretical assumptions of the current paradigm would expect.
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Resolving a crisis requires a scientific revolutionwhere one theoretical structure
is replaced by another, potentially incommensurable one. Femmer et al. heralded this
revolution by proposing the notion of activity-based requirements quality [2, 97].
With this thesis, we aim to advance the revolution set in motion by making explicit
a new paradigm, therefore furthering a paradigm shift. The paradigm is expected to
resolve the aforementioned crisis and consists of the following constituents:

1. General theoretical assumptions and laws: The paradigm is governed by the
explicit activity-based requirements quality theory [40] and the taxonomies
organizing its constituents [41, 92].

2. The techniques for their application: The experimental approach [82] and me-
thodological guidelines [74, 81, 93] advise on how to contribute evidence to
the paradigm.

This enables two ways of interacting with the paradigm. The first is what Kuhn
terms a normal science. Following the techniques for the application of the theo-
retical assumptions and laws, constructive efforts to improve the knowledge accu-
mulated within the paradigm can be undertaken by any researcher. In practice, this
means that any researcher subscribing to the activity-based notion of requirements
quality [40], i.e., the main theory governing the paradigm, can apply empirical re-
search methods to contribute new evidence answering the core question about the
impact of the quality of requirements artifacts. Another contribution in the scope of
a normal science would be to extend the knowledge structures like the requirements
quality factor ontology [41] or the model of requirements-affected activities and their
attributes [92]. By subscribing to these two analysis theories that describe the ele-
ments of the requirements quality theory [40], independent and dependent variables
relevant to the research domain become more complete and precise. This extends
the common vocabulary and improves the measurement instruments used within the
paradigm.

The second way of interacting with the paradigm is by initiating a new revolu-
tion after identifying an anomaly that produces a crisis. Should researchers identify
an anomaly, i.e., an observation that resists explanation within the current paradigm,
the ensuing crisis needs to be resolved. Specifically, this means that a new theory
would relieve the activity-based requirements quality theory and introduce a new
paradigm.

While the extension of existing knowledge structures resembles a paradigm shift
in that it changes the foundation of a research endeavor, these two changes are distin-
guished in their magnitude. This can be explained in terms of research programs as
introduced by Imre Lakatos [98]. According to Lakatos, the theoretical foundations
of a research program are composed of a hard core of essential, irrevisable theo-
ries, surrounded by a protective belt of supporting theories that may be subject to
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change. In our context, we may well argue that the requirements quality theory [40]
constitutes the irrevisable hard core of the program while the knowledge structures
listing quality factors [41], activities, and attributes [92] form the protective belt.
Hence, adjusting the latter does not incur a crisis necessitating a paradigm shift but
rather represents a significant change that remains consistent with the hard core of
our paradigm.

1.8.1.2 Implications on Methodology
Complementary to the anticipated implications for the particular research domain of
requirements quality, we strive to make a contribution to methodological discussions
in the software engineering research community as well. We aim to add to ongoing
initiatives pursued by the ISERN network4 and the ACM empirical standards [43] by
improving the design, execution, and documentation of empirical research methods.
Our methodological contributions support four particular initiatives:

1. Open Science: Our recovery of unavailable research artifacts and our guide-
lines to improve their availability [45, 74] aim to support researchers in prop-
erly disclosing artifacts connected to their studies.

2. Causal Inference: Our demonstration of applying an explicit framework for
statistical causal inference [81, 82] shall support the endeavor in SE to abandon
correlational studies and attempt inferring causal claims [54].

3. Data Analysis: Our comparison of frequentist and Bayesian methods [81, 82]
and the review of guideline adherence for crossover-design experiments [93]
provide additional guidelines for reliable data analysis.

4. Research Synthesis: Our framework of the evolution of empirical, quantita-
tive evidence [99] extend the current research synthesis practices beyond meta-
analysis [94] and allow amore structured approach to arriving at valid variance
theories.

We hope that our work enhances the community’s awareness of these methodo-
logical discussions. Furthermore, we hope to provide the community with demonstra-
tions and tools that make more rigorous approaches usable. We properly documented
and archived all supplementary material of each work to ease the replication of our
work and increase its accessibility.

By participating in annual community meetings like the ISERN and national
SiREN meeting5 we actively disseminated our contributions and participated in on-
going methodological discussions. The publication and archival of all replication
packages connected to our studies further increase their usability.

4International Software Engineering Research Network, see https://isern.iese.de/
5http://sirensweden.org/
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1.8.2 Implications for Practice
By reaching goals 1-4, we hope to enable the transfer of knowledge about require-
ments quality to software engineering practitioners dealing with requirements arti-
facts. The transferred knowledge takes the form of accumulated research results
about requirements quality phenomena. This way, practitioners obtain recommenda-
tions synthesized from multiple empirical studies about the impact of requirements
quality factors. Practitioners can use these recommendations to design requirements
writing guidelines.

The requirements quality theory [40], the plethora of available factors [41, 92],
and the advanced statistical methods for data analysis [81, 82] pose considerable
complexity to advance the field of requirements quality. Consequently, we designed
the requirements quality framework [99] such that it hides this complexity and offers
a simple interface for researchers to communicate their results to practitioners.

1.8.3 Limitations
Our work is still subject to the following limitations. Firstly, while our studies are
focused onNL requirements artifacts, most of the artifacts involved in our studies rep-
resent functional requirements. While our approach is neither limited to functional
nor to NL requirements artifacts, the empirical evidence generated during this thesis
pertains mostly to NL requirements artifacts specifying functional requirements.

The contribution presented in Chapter VII does not fully achieve goal 3, i.e.,
the provision of a significant amount of empirical evidence. Being merely one study,
it rather represents one step towards reaching goal 3 and aims to entice replications.
Additionally, Chapter VII demonstrates how to contribute to the proposed paradigm.
Therefore, we cannot claim that we have fully reached goal 3 in the scope of this
thesis.

On a similar note, this demonstration of producing empirical evidence according
to the paradigm of the requirements quality theory is limited to a controlled experi-
ment [82]. This research method offers the highest control over the factors of interest
and, therefore, supports our claim of causality. On the other hand, we acknowledge
that controlled experiments are expensive and do not scale well [100]. Comparable
guidelines on how to contribute to the proposed research paradigm using observa-
tional instead of experimental studies is still missing.

Furthermore, our elaboration of the theoretical foundation includes taxonomies
for only two out of three classes of variables: The requirements quality factor on-
tology [41] structures requirements quality factors, and the model of requirements-
affected activities and their attributes [92] structures activities and attributes. We
did not develop a taxonomy for the third class of variables, the context factors (bot-
tom of Figure 1.2). Context factors span a variety of human factors, organizational
aspects, and properties of a system’s application domain [88]. Critically, many of
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these factors are latent variables with unclear operationalization, but their influence
on requirement quality phenomena is strongly suggested, given the importance of
human factors in RE [87].

Finally, we acknowledge that our final contribution in Chapter VIII, the frame-
work for managing scientific theories, is currently strongly tailored to support the
use cases of researchers but not of practitioners. Practitioners are similarly important
stakeholders in the framework as they are supposed to utilize it to receive research
results that researchers feed into the framework. Studying the applicability of this
approach from the practitioners’ view fell out of the scope of this thesis.

1.8.4 Future Work
Our most imperative future work will be to maintain the requirements quality frame-
work and orchestrate empirical research in the requirements quality research domain.
We aim to shepherd this research endeavor beyond this thesis. Our immediate course
of action is to generate attention for the requirements quality theory and its con-
stituents, as well as the requirements quality framework as an integration platform.
Additionally, we aim to disseminate our advice on generating empirical evidence in
seminars and tutorials.

To address the second of the limitations mentioned in Section 1.8.3, we aim to
complement our experimental studies with observational studies. This way, we aim
to provide additional guidance to scholars and an alternative for generating new evi-
dence via experiments. To this end, we are actively recruiting company partners and
investigating requirements quality phenomena in their respective contexts. We aim
to make use of advanced statistical methods to draw causal inferences from observa-
tional data that still conform to the requirements quality framework [80].

To address the third of the limitations mentioned in Section 1.8.3, we aim to
develop a taxonomy of context factors relevant to requirements engineering, similar
to our previous ontology [41] and taxonomy [92]. This taxonomy of context factors
shall guide a systematic exploration of the impact that context has on requirements
quality. The main challenges will be the elicitation of relevant factors and a valid
operationalization of those factors. We envision pooling this knowledge from both
the experience of subject matter experts from the RE research domain as well as
extensive empirical studies from practice.

Finally, we aim to extend our theoretical contributions to strengthen the pro-
posed research paradigm. Currently, our paradigm consists of three analysis theo-
ries:

1. the requirements quality theory [40] describing the relationship between re-
quirements quality concepts,

2. the requirements quality factor ontology [74], a classification system of qual-
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ity factors, and

3. the model of requirements-affected activities and their attributes [92], a
classification system of activities and attributes.

Additionally, the application of those theories in our empirical contribution [82]
(Chapter VI) represents a first step towards a prediction theory, estimating the im-
pact of two specific requirements quality factors. According to the categorization
of Gregor [39], two types of theories are not covered by our paradigm. Firstly, our
paradigm lacks an explanation theory. While our prediction theory supports obtain-
ing a systematic understanding of what happens (e.g., what impact a passive voice
requirement will have on the domain modeling activity), it cannot explain why this
impact happens. Adopting theories from linguistics and social sciences will be neces-
sary to explain such phenomena. Secondly, our paradigm lacks a design and action
theory. The requirements quality framework presented in Chapter VIII provides an
interface for knowledge synthesis and translation, but it does not prescribe how to
enact the recommendations, as mentioned in Section 1.8.3. Once the requirements
quality framework has matured and accumulated more empirical evidence worth syn-
thesizing, we plan to investigate the reception and use of this knowledge.

1.9 Conclusion
Requirements quality research aims to support software engineering practitioners
in deciding whether their requirements artifacts are good-enough. To achieve this
goal, requirements quality research requires a paradigm shift to ensure that it stud-
ies relevant issues in a productive manner. This paradigm must encourage focusing
on relevant phenomena (i.e., how requirements artifacts impact subsequent activi-
ties), using valid research methods to produce new empirical evidence, and facili-
tating constructive, distributed, yet coherent research endeavors. These endeavors
ultimately integrate into more general and valid propositions that provide valuable
decision support for practitioners. In the scope of this thesis, we take several steps
in this paradigm shift. Particularly, we make (1) theoretical contributions by devel-
oping a harmonized requirements quality theory and taxonomies for its constituents,
(2) methodological contributions by improving research methods, and (3) practical
contributions by demonstrating the application of our advancements. We are confi-
dent that adherence to this paradigm will propel requirements quality research in its
trajectory to produce meaningful research that aids practitioners.
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Paper I
Requirements Quality Research: a
harmonized Theory, Evaluation, and
Roadmap

Abstract

High-quality requirements minimize the risk of propagating defects to
later stages of the software development life cycle. Achieving a suffi-
cient level of quality is a major goal of requirements engineering. This
requires a clear definition and understanding of requirements quality.
Though recent publications make an effort at disentangling the complex
concept of quality, the requirements quality research community lacks
identity and clear structure which guides advances and puts new find-
ings into an holistic perspective. In this research commentary we con-
tribute (1) a harmonized requirements quality theory organizing its core
concepts, (2) an evaluation of the current state of requirements quality
research, and (3) a research roadmap to guide advancements in the field.
We show that requirements quality research focuses on normative rules
and mostly fails to connect requirements quality to its impact on sub-
sequent software development activities, impeding the relevance of the
research. Adherence to the proposed requirements quality theory and
following the outlined roadmap will be a step towards amending this
gap.

Keywords: Requirements Quality, Theory, Survey

1 Introduction
The empirical evidence of the impact of requirements engineering (RE) on the soft-
ware development life cycle has shown that the quality of requirements artifacts and
processes influences project success and budget adherence [18, 21, 101]. Moreover,
the cost of defects introduced during the RE phase of a project is reported to scale ex-
ponentially the longer they remain undetected [102]. This necessitates quality assur-
ance techniques capable of detecting RE defects as soon and as reliably as possible.

25



Requirements quality research is dedicated to supporting the software engineer-
ing process with the means to evaluate and improve the quality of requirements,
mainly focusing on requirements artifacts [24]. However, recent systematic inves-
tigations of requirements quality literature revealed a lack of rigor and relevance of
these contributions [6, 41]. Moreover, the impact of the quality factors proposed in lit-
erature (i.e., requirements writing rules) remains largely unexplored in practice [41],
hindering its adoption in industry [1, 7–9].

Existing quality theories and frameworks are too abstract to guide requirements
quality research at an operational level [103, 104]. These theories often only divide
quality into sub-categories without any means of applicability. In this paper, we
argue for the need for a theoretical and operationalizable foundation of requirements
quality research. We review the closely related software quality research and draw
parallels to requirements quality research to consolidate a harmonized requirements
quality theory. Additionally, we survey requirements quality literature with respect
to the theory to reveal current shortcomings. Accordingly, we make the following
contributions:

1. A harmonized requirements quality theory serving as a theoretical foundation
for requirements quality research.

2. A survey of requirements quality research revealing if and how concepts of the
theory are reported in the state of the art, but also emphasizing shortcomings.

3. A consequent research roadmap aimed at mitigating these shortcomings.

The rest of this manuscript is organized as follows: Section 2 illustrates the
evolution of software quality research and draws the parallel to requirements quality
research. In Section 3, we derive a harmonized requirements quality theory from this
comparison. This theory is used to evaluate the state of requirements quality research
in Section 4 and reveal current shortcomings. The consequent research roadmap to
mitigate these shortcomings is presented in Section 5 before concluding in Section 6.

2 Software Quality Research
Software quality research follows a similar premise as requirements quality research.
It is necessary to control the quality of software artifacts (e.g., source code) as it im-
pacts the overall quality of the development life cycle and the final product. This
premise aligns with the aim of requirements quality research. To show commonal-
ities and differences between these two research fields, we review the evolution of
software quality research in Section 2.1 and draw a parallel to requirements quality
research in Section 2.2. We reach conclusions about the necessary direction the latter
needs to take.
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2.1 Evolution of Software Quality Research
Software quality research revolves around assessing the quality of software artifacts
[105]. In the following, we describe the evolution of the field according to Broy et
al. [105] and Deissenboeck et al. [71].

Guidelines and Metrics-based approaches Guidelines are the simplest approach
for controlling the quality of software artifacts. For example, the Java coding conven-
tions [106] prescribe—among other suggestions—how to name and structure Java
files. However, guidelines commonly fail to significantly impact software quality,
likely because they lack the motivation for their relevance [70]. For example, the
aforementioned suggestions are justified because “[c]ode conventions improve the
readability of the software” [106] without any empirical evidence of that claim. Fur-
thermore, guideline conformance is difficult to assess and hence seldom done in
practice [71]. The latter shortcoming was addressed by introducing metrics-based
approaches where metrics were devised to measure relevant attributes of software
artifacts. Among others, lines of code [107] and cyclomatic complexity [108] were
used to evaluate software quality automatically. Nevertheless, most metrics continue
to lack justification of their relevance [105, 109–111].

Quality Models To overcome the relevance shortcoming, quality models aggre-
gated metrics into hierarchical trees of criteria [35, 112]. The leaf nodes are spe-
cific enough to be operationalized as an evaluation metric, while the aggregation into
higher-level quality characteristics provided the justification for their relevance. For
example, low-level concepts such as structuredness and conciseness of code were
justified by their aggregation to understandability and maintainability, which were
widely accepted as relevant software quality characteristics [35]. However, hierar-
chical models suffered from unclear decomposition rules and constrained levels of
granularity, which were either too abstract to be operationalized or too detailed, dis-
connecting the applicable metrics from their rationale [71, 105].

Quality Meta-Models The popularity of quality models necessitated a structure
for the proposed models [113]. Meta-models like the Goal QuestionMetric approach
by Basili et al. [114] and the factor-strategy quality meta model by Marinescu and
Ratiu [115] provide this overarching structure. Deissenboeck et al. [116] contribute
the DAP classification for quality models, which categorizes the aim of a quality
model to be to define (D), assess (A), or predict (P). The publication further re-
lates quality meta-models to quality models as the “model of the constructs and rules
needed to build specific quality models.” [116].

Activity-based Quality Models In addition to the shortcomings that existing qual-
ity models continued to suffer, the elements populating these models were found to
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be heterogeneous [71]—i.e., properties of a system were mixed with properties of
activities in which the system is used. For example, the maintainability branch in
the software quality characteristics tree by Boehm et al. [117] contains both system
properties like the structuredness of a software artifact, but also attributes of activ-
ities in which these artifacts are used, like modifiability. The latter describes the
activity of modifying an artifact rather than a system property, despite the adjective’s
nominalization suggesting otherwise.

So far, no clear rule for distinguishing a system from an activity property has
been proposed. We derived two heuristics from the implicit argumentation of previ-
ous publications [71]. First, if a property involves an additional agent (e.g., testability
involves a test engineer, modifiability involves a modifier, although not necessarily
human), then it represents how the system is used—i.e., an activity property. The
second heuristic comes in the form of a syntactical criterion:

• Nominalized adjectives (e.g., structured-ness, concise-ness) tend to be system
properties

• Nominalized verbs (e.g., modify-ability, access-ability, augment-ability) tend
to be activity properties

Interpreting activity properties as system properties ignores an underlying impact
relationship. For example, interpreting modifiability as the system property of how
receptive it is to change omits that actual system properties (e.g., whether the system
is digital or analog or who has writing access rights) impact the ability of a stake-
holder to modify the system, which is an activity property.

To address the issue of heterogeneous properties, Deissenboeck et al. introduced
activity-based quality models [71, 105], which separate system properties from ac-
tivity properties and form two distinct, orthogonal dimensions. The model expresses
quality as the impact of system properties on activity properties. Figure 1 visual-
izes a simplified version of the quality model [71], showing how code clones impact
the modification sub-activity and expressive identifiers impact the concept-location
sub-activity.

The activity-based quality model was successfully applied to usability [118],
security [119], and service-oriented architecture [120] before Wagner et al. distilled
a comprehensive activity-based meta-model in the scope of the Quamoco project [72,
121]. In parallel, the original use case of the activity-based quality model, which
focused on maintainability, received extensive tool support [73, 122] contributing
evidence to the operationalization of quality models in practice [123].

Activity-based quality models solve limitations of previous quality models at
the cost of increased complexity, which manifests in additional challenges to oper-
ationalize and communicate the notion of quality [124]. However, the complexity
of these models is necessary to tackle the faceted concept of quality [124, 125]. Re-
search continuously tackles the inability of activity-based quality models to assess ar-
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Figure 1: Excerpt from the activity-based quality model for maintainability

tifact quality and distinguish quality levels [126]. For example, weights empirically
derived from historical data replaced expert-based propositions [127], and Bayesian
networks were utilized to model the impact relationships [128].

2.2 Mapping to Requirements Quality Research
In the following, we draw a parallel of the evolution of quality research between the
areas of software engineering and requirements engineering.

Metrics and Quality Models Similar to software quality, requirements quality re-
search historically originated from proposing metrics like passive voice of require-
ments sentences [34] or sentence length [90], which are associated with bad quality
of requirements specifications. Frattini et al. [41] collected these quality factors and
indicated their limitations. Most existing publications either fail to gauge the impact
of these metrics [129] or explicitly disregard their relationship [130]. Requirements
quality models [131, 132] integrate these factors into larger frameworks but often
remain vague on their notion of impact.

The investigation of impact is often limited to a comparison between the quality
factor and practitioners’ subjective, general perception of the quality of the require-
ments entities [133]. Wilson et al. contribute a first impact matrix between quality
indicators and quality attributes [134], but the latter suffers from the same system
and activity properties heterogeneity. Similarly, Yang et al. state that “[a]mbiguity
is therefore not a property just of a text, but a conjoint property of the text and of the
interpretations held by a group of readers of that text” [36], exposing the necessary
distinction between system and activity properties.

Activity-based Requirements Quality A large portion of requirements quality re-
search exhibits the same shortcomings identified and overcome by software quality
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research, namely that (1) requirements quality factors lack relevance due to their un-
known impact, which in turn inhibits adoption in practice, and (2) the terminology
of requirements quality aspects confuses system and activity properties.

Femmer et al. apply the activity-based quality perspective to requirements en-
gineering by proposing the activity-based requirements engineering quality model
(ABRE-QM) [2]. This model leverages the insights from activity-based software
quality models [70–72] and shows that the quality of requirements depends on the
impact they have on the activities in which they are used. However, despite the au-
thors’ call for action [97], ABRE-QM saw little adoption in research as demonstrated
in recent systematic investigations of the requirements quality literature [6, 41].

The ABRE-QM example above raises the concern that requirements quality re-
searchers do not properly utilize the activity-based approach successfully employed
in software quality research. In this manuscript, we want to encourage further re-
search on this approach by presenting a revised requirements quality theory, a thor-
ough investigation of the requirements quality literature verifying the hypotheses
from previous studies [6, 41], and a consequent research roadmap.

3 Requirements Quality Theory
We generated a harmonized requirements quality theory (RQT) by consolidating the
evolution of software quality models described in Section 2.1, their application in re-
quirements engineering as described in Section 2.2, and alignment to the established
Quamoco quality model [121]. In terms of theory types [39], the RQT is both ex-
planatory, as it explains the notion of requirements quality, and prescriptive, as it
prescribes how to report contributions to requirements quality. The building blocks
of the theory are described in Section 3.1 and illustrated with an example in Sec-
tion 3.2.

3.1 Theory
The concepts that constitute this theory are visualized in Figure 2, and each concept
is described in Table 1. The model represents an evolution of the original activity-
based requirements engineering quality model (ABRE-QM) proposed by Femmer et
al. [2]. Here, we present changes to the original model.

The artifact-related section of the model (left part of Figure 2) is largely equiv-
alent to the original publications [2, 71]. Entities represent requirements artifacts
of different granularity [24], which can be decomposed into further entities. For ex-
ample, a requirements specification can be decomposed into sections, which in turn
consist of paragraphs and sentences or requirements. We consider an artifact to be
a high-level requirements entity and hence do not explicitly add the artifact to the
model, deviating from the original [2]. Similarly, factors can be decomposed into
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Figure 2: Concepts of the Requirements Quality Theory.

Table 1: Explanation and origin of theory concepts.

Concept Explanation Origin

Entity A requirements artifact or part thereof [2]
Factor ``[A] normative metric which maps a textual requirement of a spe-

cific granularity'' [41] to a numerical output
[2, 71]

Entity-Fact A composition of one entity and one factor [71]

Agent Any person, group of people, or automatism involved in an activity [2]
Activity An activity in which the entity is used [71]
Attribute A measurable property of an activity [118]
Activity-Fact A composition of one activity and one attribute
Impact The impact of a fact on an activity-fact [2, 71]

Context Factor A factor describing the context of the impact relationship [87, 135]

Cost The magnitude of cost associated with an activity-fact [135]
Resource The resource affected by the economical impact [86, 135]

sub-factors to accommodate composite factors. For example, Antinyan et al. [136]
position their proposed quality factor of conjunctive complexity as a sub-factor of
syntactical complexity.

The activity-related section of the model (middle part of Figure 2) again adapts
the original models [2, 71]. The concept activity does not represent common require-
ments activities, like elicitation, analysis, and validation [137], but rather every pro-
cess that takes a requirements entity as input and produces an output. This includes
some requirements activities (like analysis and validation, which use requirements
as input) but not others (like elicitation, which often does not presuppose existing
requirements). Hence, we rather refer to them as requirements-affected activities.
These further include implicit sub-activities (e.g., understanding and interpreting an
entity), which can be aggregated with other, more explicit sub-activities (e.g., test
case design) to form high-level activities (e.g., validation). The decomposition rela-
tionship of the activity concept accommodates this aggregation. To accommodate not
only human actors involved in activities but also any automatism like requirements
processing tools [138] we abstract the concept of stakeholder to agent.

We generalized the impact concept in this theory. While previous models as-
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sumed that impact is categorical (i.e., the occurrence of a fact has either a positive,
negative, or no impact at all, like in Figure 1 [71] or linear (i.e., the larger the eval-
uation of a quality factor, the better/worse is its quality), we consider the impact to
model any kind of relationship between Entity-facts and Activity-facts. This opens
up the theory to more complex relationships, which canmodel the actual impact more
accurately and allows to compare the impact of quality factors with each other.

Two concepts were added to the model. First, the impact was related to an
Activity-fact composed of an activity and an attribute as proposed byWinter et al. [118].
This way, the structure of the variables on the two sides of the impact relationship is
mirrored. Furthermore, the necessity to associate an impact with a measurable prop-
erty of an activity is emphasized. Second, context factors also influence the impact
of an Entity-fact on an Activity-fact. As recognized by previous publications [87,
135], the impact differs depending on external factors related to, among others, the
organization and the people involved [88].

The economic section of the model (right part of Figure 2) is a novel addition
to previous iterations of the activity-based models [2, 71, 121]. As long as the subse-
quent economic impact of an Activity-fact is unknown, the Entity-fact that produces
the Impact on this Activity-fact will remain neglected [86, 135]. Hence, the software
process economics perspective introduces aCost for a specific Resource such as time
or money.

3.2 Example
In this section, we illustrate the RQT with a fictitious example to demonstrate its
application. The example is additionally visualized in Figure 3.

In this example, a customer’s requirements were elicited and documented in a
requirements specification containing the entity user story 42. One relevant quality
factor used by the organization responsible for implementing the requirements is tem-
plate conformance, which prescribes that all user stories must follow the Connextra
template [139] “As a <role> I want to <goal> so that <benefit>.” This quality
factor maps the entity to a categorical value, containing—among others—the values
conform, missing role, and missing all elements. In this example, the role is omitted
from the user story. Hence, the quality factor template conformance is evaluated to
missing role, which constitutes the entity-fact (yellow box in Figure 3).

The organization uses this user story in a subsequent, requirements-affected de-
velopment activity, where a different stakeholder—the developer—is responsible for
translating the entity into code. This activity can be decomposed into two distinct
sub-activities: understanding the entity and programming the respective implemen-
tation.

One desired attribute of the activity understanding is determinism—i.e., a re-
quirements entity should have only one unique interpretation. Possible variations of
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Figure 3: Exemplary instantiation of the theory

the interpretation and, therefore, the subsequent translation of a requirement must be
avoided. Because the conformance quality factor is evaluated to missing role on the
user story entity, the understanding activity is less deterministic, as the developer can
make a different assumption about the role implied by the requirement. The under-
standing activity has become ambiguous, which constitutes the activity-fact (orange
box in Figure 3).

The relationship between the entity-fact and the activity-fact is the impact of the
quality factor. Instead of limiting the impact concept to categorical values (e.g., either
has an impact or has no impact), the RQT enablesmore complex impact relationships.
In this fictitious example, the quality factor value missing role is associated with a
64% chance of making the understanding sub-activity ambiguous. This relationship
can be determined empirically via experimental research investigating the likelihood
of the different values of the conformance quality factor reducing the determinism of
the understanding sub-activity.

The programming sub-activity may go unaffected by the entity-fact that the con-
formance has a value ofmissing role (green box in Figure 3): regardless of the agent’s
interpretation of the requirements entity, the programming sub-activity will remain
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unaffected in respect to the relevant attribute duration under the assumption of a
similar user interface for both roles. Whether the feature is coded for the role re-
ceptionist (as the customer intended) or patient (as the developer assumed) does not
significantly change the duration of the sub-activity if the user interfaces only barely
differ.

The significant impact on understanding is influenced by the organizational
model, which is one relevant context factor. Since the organization is globally dis-
tributed and the two involved agents are unlikely to have informal interactions, the im-
pact is amplified. In contrast, in a small organization where all involved agents share
an office, the impact can be alleviated as missing information is recovered through
informal communication. Similarly, the software development process model may
significantly influence the impact of the quality factor, and the use of an agile ap-
proach may reduce the impact by encouraging communication between the customer
and developer. The context factors significantly influence the impact and, therefore,
have to be included in the relationship between entity-facts and activity-facts.

The reduced determinism of the understanding activity has an economic effect—
i.e., the less deterministic the activity is, the more the implementation needs to be
revised, which costs money and time (red box in Figure 3). Context factors influence
the extent of this effect as, for example, a re-implementation can be more costly in
larger organizations due to organizational overhead.

For the sake of brevity, the example omits the following aspects: (1) the example
limits the number of elements populating the relationship. More quality factors of
the entity, activities, attributes of activities, and context factors are possibly involved
in the relationship. (2) Interaction effects between quality factors and context factors
are plausible but not reported here.

However, the example demonstrates how adherence to this activity-based RQT
elevates requirements quality factors from normative rules (i.e., user stories must
conform the template for the sake of it) to empirically-backed impact predictions
(i.e., user stories must conform the template to mitigate ambiguous interpretations
and avoid implementation cost).

4 State of research
Despite the publication of the ABRE-QM [2] and its authors’ proposition to adapt the
quality meta-model for future requirements quality research [97], recent systematic
reviews raised concerns regarding a perspective on requirements quality limited to
the artifact-related section of the model (left part of Figure 2) [6, 41].

To validate these concerns, we formulate the following research question. How
are the concepts of the requirements quality theory reported in requirements
quality literature? Answering this research question requires extracting information
from a population of publications; accordingly, we employ survey research as our
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approach to gain insight into the current state of research. We follow the survey
guidelines by Molléri et al. [57] and report our survey in the following subsections.
All supplementary material for replicating this study is available in our replication
package1.

4.1 Survey Objects
The target population of our survey is the requirements quality literature dealing with
quality factors in requirements artifacts. Frattini et al. [41] conducted a systematic
study on requirements quality factors, including a sample of 57 primary studies. To
our knowledge, this is the only sample that fulfills our aforementioned requirements.
This classifies the sampling as non-probabilistic, more specifically convenience sam-
pling [57].

4.2 Study Design
We follow the recommended practices for the survey research process and report our
steps accordingly [57]. However, we disregarded steps that only apply to surveys
with human subjects, such as participant recruitment and response management.

We derived the definition of the research objectives in the form of the research
question directly from previous research [6, 41, 97]. We established a study plan,
rigorously documenting all research progress and justifications for any deviations
during the process. We identified and characterized the population of our survey
and executed our sampling plan as described in Section 4.1.

For our instrument design, we maintained two artifacts. We created an extrac-
tion guideline based on the RQT concepts. Each concept of the RQT was associated
with one or more categorical variables, each containing a set of codes that represented
if and how the concept was reported. The codes were created ad hoc in the first it-
eration of extraction and refined based on discussions and theoretical background in
the second iteration.

The extent of the codes varied. The codes that represent how the concept entity is
reported are, for example, explicit and implicit. An entity is either reported explicitly
if its scope and form are clear. It is reported implicitly if the authors just report that the
factor applies to a “requirement” without defining whether this is a single or multiple
natural language sentence, whether the language is constrained or not, or whether it
assumes a full sentence at all.

The codes of other concepts were more complex and grouped into distinct cat-
egories. For example, the codes of the concept Factor were split into two groups,
representing both the explicitness when reporting a factor (i.e., whether the factor is
explicitly reported or referenced from another publication) and the form in which

1Available at https://doi.org/10.5281/zenodo.8167598.
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the factor is reported (i.e. if the factor is represented with a textual description or de-
fined using a logical or mathematical formula). The extraction guideline containing
all codes, explanations, and examples can be found in the replication package.

The first author extracted the appropriate code for each concept in the require-
ments quality theory from each publication. The extractions for each publication
in the sample were recorded in a spreadsheet. For instrument validation, the sec-
ond author of this manuscript independently performed the extraction task using the
guideline on six (≈ 10%) publications randomly sampled from the survey objects.
The second author performed the extraction on two of these six publications as train-
ing, and the remaining four were used to calculate the inter-rater reliability between
the first and second author.

The task overlap achieved an percentage agreement [140] of 83.3%, whereas
Cohen’s Kappa yields a moderate agreement of 54.2%. As Cohen’s Kappa is un-
reliable for uneven marginal distributions [141], we calculated the more robust S-
Score [142]—yielding a good agreement of 76.8%—which we deem sufficient for
assessing the inter-rater reliability.

We used the codes in the data analysis phase to generate descriptive statistics on
which we based our interpretation of the state of requirements quality. These form a
quantified foundation for interpreting the state of requirements quality literature with
respect to the research question. For final reporting, we adapted established reporting
guidelines [57] and disclosed all material in a reusable replication package.

4.3 Study Results
Figure 4 visualizes the distribution of the relevant codes among all concepts included
in the requirements quality theory. Each concept is overlaid with a bar representing
howmany of the 57 publications contained the concept. The row below each concept
represents its dimensions derived from the appropriate codes.

Though both entities and factors are explicitly reported in all 57 publications of
the sample, a large portion (24/57 = 42.1%) of entities is reported implicitly—i.e.,
the entity’s scope is not clear. This occurs mostly because authors attach the reported
quality factor to the entity requirement without specifying the scope or form of the
entity. Montgomery et al. [6] have already noted this shortcoming in the requirements
quality literature and it represents a terminological ambiguity in the research domain.

Seventeen out of 57 publications (29.8%) do not report any impact on activ-
ities (code N/A) and hence neglect the practical relevance of the proposed quality
factors. Agents are only reported in 14 (24.6%) of all publications. Activities are—
when reported—predominantly elicited ad hoc (37/40 = 92%) and rarely systemati-
cally—i.e., when activities impacted by a quality factor are discussed, the identifica-
tion of activities has no systematic approach. Attributes are also only rarely reported
(8/57 = 14%).
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Figure 4: Survey results depicting the distribution of codes.

We grouped the codes classifying how impact is reported into four distinct di-
mensions, two of which are reported here. The evidence for the impact—when at
all reported—is dominantly hypothesized (19/40 = 47.5%) and rarely either induc-
tive (11/40 = 27.5%) or referenced (10/40 = 25%), i.e., draws the evidence from
another publication. Previous studies [6, 41] have also noted this dominance of anec-
dotal, non-empirical evidence. The modality of impact relationships is balanced be-
tween necessary and possible—i.e., the impact of quality factors is reported almost
equally often to be certain or potential. The remaining two dimensions of impact
(generality and frame of reference) yielded no additional insight into the surveyed
objects and are hence not reported here but contained in the replication package.

Context factors are almost completely neglected and only reported to a degree
varying between zero (no publication reports the influence of any tools) and 24.6%
(14 out of 57 publications reporting product-related factors, e.g., the system’s size or
type).

Both cost and resources are reported only rarely (9/57 = 15.8% and 5/57 =
8.8% respectively) and, if so, only hypothesized or referenced, never determined em-
pirically. Money and time are mentioned as the resources affected by activity impact,
and the cost is only estimated in terms of expected change (e.g., “reduction of the time
spent” [130]) or general magnitude (e.g., “significant amounts of money” [30]).

4.4 Interpretation
In this section, we interpret the results presented in Section 4.3 and answer the re-
search question.

Publications in the requirements quality literature adhere to the RQT to a varying

37



degree. While all publications in the sample mentioned both an entity and a quality
factor, activity-related concepts, context factors, and the economic impact are often
neglected. Failing to consider the context factors severely threatens the external va-
lidity of the proposed quality factors [87, 135] and neglecting the economic impact
risks undermines their acceptance [86, 135].

Context factors and economic impact are arguably more challenging to investi-
gate [31]; however, we emphasize that the lack of activity perspective when propos-
ing quality factors is critical for several reasons. The complete negligence of a quality
factor’s impact limits the factor to a normative, unmotivated prescription and chal-
lenges its practical relevance [2], which in turn promotes skepticism regarding re-
quirements quality factors in industry [1, 7–9].

The survey emphasized two additional shortcomings in the field of requirements
quality research. First, the tendency to elicit activities ad hoc when discussing the
impact of requirements quality factors bears the risk of missing other important im-
pacts. Most publications discuss a hypothesized impact of a quality factor on a non-
systematically selected activity or set of activities. This selection is usually justified
by anecdotal or folkloric circumstances, like “[a]mbiguous requirements may bring
about misinterpretations among stakeholders, and prompt a few issues” [143].

While these impact relationships are neither empirically proven nor falsified,
the non-systematic selection of activities can disregard other impact relationships.
Femmer et al. [2] demonstrated that a systematic elicitation of activities could reveal
both positive and negative impacts by the same quality factor. For example, the fac-
tor free of UI design details, which states that an “artifact should describe the problem
domain instead of the solution domain” [2], will positively affect maintainability, as
UI details are volatile in the beginning and require a lot of change management if
specified in a requirement. Conversely, the same factor negatively impacts under-
standability, as the presence of UI design makes requirements more comprehensible.

Second, while activities are not reported consistently, attributes of activities are
reported even less. Attributes represent measurable characteristics of activities; for
example, the activity understanding can be quantified by its attribute level of agree-
ment [136, 144] or a readability index [145]. Neglecting the quantifiable attributes of
activities impedes an empirical evaluation of a quality factor impact because it omits
the measurement instrument for the dependent variable (i.e., the activity-fact) in the
impact relationship [118].

We conclude that the requirements quality theory is implicitly embedded in the
requirements quality literature. However, insufficient adherence to it results in sev-
eral limitations when reporting new requirements quality factors. While the artifact-
centric theory concepts are commonly covered, activity-centric concepts, context
factors, and economic concepts receive less attention, which decreases these pub-
lications’ practical relevance. With this study, we empirically confirm the concerns
voiced in previous investigations of the requirements quality literature [6, 41].
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4.5 Threats to Validity of this Research
We discuss the threats to validity proposed by Wohlin et al. [47] and extended by
Molléri et al. [57].

Internal Validity We acknowledge a threat to internal validity due to sampling of
publications. The method of object selection [6, 41] is deemed sufficiently rigorous
to derive an initial theory.

Construct Validity The constructs in this study—i.e., the elements of the theory—
are established strictly following mature quality theories from the field of software
quality. This ensures the alignment between the underlying theory and measurement
constructs.

The lack of a theory to which the surveyed publications could have adhered
when reporting quality factors resulted in the concepts of requirements quality of-
ten being embedded implicitly, complicating the extraction task. We minimized the
resulting threat to internal validity through independent labeling and calculating ap-
propriate inter-rater reliability metrics [141].

External Validity The selected sample of publications [41] is constrained to em-
pirical contributions to requirements quality research [6]. This limits the conclusion
validity of the type of evidence for the impact concept, as non-empirical work could
contribute theoretical evidence for impact relationships. For example, the impact of
quality factors like nominalization [146] can be derived deductively by referring to
valency reduction caused by nominalization [147]. While publications utilizing lin-
guistic theory are unknown to the authors, a valid conclusion regarding this type of
evidence requires a more thorough extension of the sampling strategy.

5 Research Roadmap
Femmer et al. proposed an initial research roadmap detailing how to advance the field
of requirements quality research [97]. Based on concerns of previous studies [6, 41]
and the survey of the state of research reported in this study, we assess and update
the three suggested steps by Femmer et al. [97]:

1. Creation of “a reference artifact and a usage model” eliciting typical entities,
activities, and agents.

2. Creation of “a taxonomy of quality factors” as a central, accessible repository
of quality factors.

3. Creation of “a taxonomy of impacts” as a catalog of impacts from quality fac-
tors onto activities.
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We reflect on these proposed research streams in Sections 5.1 to 5.3 and add three
further proposals in Sections 5.4 to 5.6. Because these research streams are grounded
in the experiences from the software quality research, we expect contributions to
them to promote requirements quality research that is relevant to practice.

5.1 Artifact and Usage Model
Mendez et al. have contributed a reference artifact model for requirements engineer-
ing [24, 148] based on their fundamental positioning on artifact orientation [23, 149].
The AMDiRE approach constitutes a domain-agnostic reference for artifact types and
serves the purpose requested by Femmer et al. [97] in that it can be tailored towards
any industry context to model an artifact structure.

While the elicitation of human [150] and non-human, automatic agents [51] has
been addressed, a reference model for activities requires explicit attention in litera-
ture. More importantly, with the update of the requirements quality theory over the
initial ABRE-QM [2], we argue that a reference model for requirements-affected ac-
tivities needs to provide attributes to quantify each activity. Such attributes enable
an empirical assessment of the impact of quality factors.

Additionally, a majority of publications reporting an impacted activity mention
some variation of understanding or interpreting (32/40 = 80%). We assume that
every requirements-affected activity comprises an initial interpretation sub-activity.
However, such composition is obscured by the lack of a proper reference model for
requirements-affected activities accounting for their aggregated nature.

It is conceivable that the interpretation sub-activity is most prone to defects,
which explains the research community’s focus on ambiguity [6], as ambiguity rep-
resents the non-determinism of an interpretation. We argue that a proper reference
model for requirements-affected activities accounting for their aggregated nature can
steer research towards identifying critical sub-activities—i.e., the ones most prone to
impacting subsequent activities.

5.2 Taxonomy of Quality Factors
Requirements quality factors [41, 97] are the cornerstone of artifact-centric quality
assurance. The requirements quality factor ontology proposed by Frattini et al. [41]
furthered this research stream. Although the ontology is in an early stage and re-
quires additional iterations, quality factors and related objects—such as data sets and
automation approaches—are now collected in a central repository.
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5.3 Taxonomy of Impacts
The taxonomy of impacts that Femmer et al. [97] deem the necessary final step of
the roadmap has to be extended. Previous quality models—including the ABRE-
QM [2]—consider only categorical or, at most, linear impact relationships. There-
fore, a taxonomy seemed sufficient to record “a list of well-examined effects of qual-
ity factors on activities” [97]. We argue that the impact relationship can be more
complex and requires a more general representation—i.e., rather than aiming for a
taxonomy of impacts, we argue for developing an impact framework.

Given the evaluation of quality factors on requirements entities on one side and
the evaluation of activity attributes on the other side, the impact relationship between
these variables can be formulated as a regression problem. Instead of relying on ex-
perts to hypothesize the (categorical) type or (linear) extent of an impact, more com-
plex relationships can be determined using, for example, Bayesian data analysis [62].
Consequently, this research stream aims to develop an impact framework capable of
determining these impact relationships based on statistical instruments given suffi-
cient data.

5.4 Context Factors
Context factors must be considered in the impact relationship to operationalize the re-
quirements quality theory [87]. Large-scale endeavors acknowledge the importance
of context factors in regard to requirements quality [18], yet no unified collection of
context factors relevant to requirements engineering exists. Established sets of soft-
ware engineering context factors [88, 151] can be used as a starting point but require
a dedicated investigation from the requirements engineering perspective.

A clear set of relevant context factors can support developing reporting guide-
lines for empirical studies on requirements quality and enable context-driven research
[152]. While empirical software and requirements engineering publications typically
strive for generalizability [151], scoping an empirical study according to the given
context factors allows the data collected in that study to be integrated into the im-
pact framework as outlined in Section 5.3. Conversely, reporting the limited scope
of a study enables a general requirements quality theory that can be assembled from
multiple studies in well-defined contexts.

5.5 Economic Impact
With the addition of economic concepts in the requirements quality theory, a re-
search stream should be dedicated to the economic impact of activity facts. The
impact relationship between quality factors and activities already benefits the accep-
tance of those factors for quality assurance in practice [97]. Adding an economic
perspective—i.e., what amount of which resource a change of a certain activity-fact
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Figure 5: Architectural overview of the proposed tool-support

entails—can further bridge the gap between the normative, artifact-centric quality
factors on one side and an economic decision-making process on the other side [86].
Since the purpose of quality factors is to support quality assurance in industry, under-
standing this economic perspective is of high priority despite the complexity of the
topic.

5.6 Tool support
We aim tomake the RQT applicable to the industrial context through the development
of tool support. The components necessary to realize this tool support are visualized
in Figure 5. The goal of the tool is to estimate the impact of requirements entities
and their context on the attributes of requirements-affected activities.

To this end, the tool needs an interface to the requirements entities, context in-
formation about the involved agents, and context information about the organization.
The former two are often available in a requirements tracking system like Jira2 [153],
while the latter a company likely has to generate and provide manually.

Once provided with the necessary information, the tool characterizes both en-
tities and context, i.e., quantifies the natural language requirements entities and the
elusive factors determining the context. The quantified entities and context serve as
input to the impact prediction model as described in Section 5.3, estimating the im-
pact on the attributes of the requirements-affected activities, which in turn enables
quantifying the economic impact as described in Section 5.5.

The realization of this tool depends on the previously described streams of re-
search to identify valid quality factors (Section 5.2), context factors (Section 5.4),
and activity attributes (Section 5.1). For the tool to provide an automated impact
prediction the following automation modules must be realized:

2https://www.atlassian.com/software/jira
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1. Automatic entity characterization: a shared architecture to automatically evalu-
ate the requirements quality factors collected in the quality factor ontology [41]

2. Automatic impact prediction: an accessible statistical model estimating the
impact of quantified entities and context on affected activities, trained on his-
torical data.

Developing this tool while adhering to open science principles will allow schol-
ars to propose new quality and context factors, customize relevant activity attributes,
and contribute historic data to improve the impact estimation of the prediction model.
We invite contributions to the implementation and maintenance of the tool via its ded-
icated repository on Github3.

6 Conclusion
In this manuscript, we investigated the software quality literature and the application
of the activity-based quality perspective to the requirements engineering domain. We
extend the work of Femmer et al. [2] by proposing an evolved and harmonized re-
quirements quality theory, and assess the adherence of the requirements quality lit-
erature to this theory. Our survey confirms the bias towards artifact-centric and the
negligence of activity-centric concepts, which was noted in previous secondary stud-
ies [6, 41]. Finally, we update the requirements quality research roadmap initiated by
Femmer et al. [97] to guide future contributions in the requirements quality research
domain.

We are confident that the harmonized requirements quality theory provides the
necessary guidance to propel requirements quality research and establish a common
understanding of quality that is operationalizable in practice. We invite fellow re-
searchers to contribute to the theory and the requirements quality research field in
adherence to it.

3Available at https://github.com/JulianFrattini/rqt-tool. An archived version is
accessible at https://doi.org/10.5281/zenodo.8167541.
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Paper II
A Live Extensible Ontology of Quality
Factors for Textual Requirements

Abstract

Quality factors like passive voice or sentence length are commonly used
in research and practice to evaluate the quality of natural language re-
quirements since they indicate defects in requirements artifacts that po-
tentially propagate to later stages in the development life cycle. How-
ever, as a research community, we still lack a holistic perspective on
quality factors. This inhibits not only a comprehensive understanding of
the existing body of knowledge but also the effective use and evolution
of these factors. To this end, we propose an ontology of quality factors
for textual requirements, which includes (1) a structure framing quality
factors and related elements and (2) a central repository and web inter-
face making these factors publicly accessible and usable. We contribute
the first version of both by applying a rigorous ontology development
method to 105 eligible primary studies and construct a first version of
the repository and interface. We illustrate the usability of the ontology
and invite fellow researchers to a joint community effort to complete and
maintain this knowledge repository. We envision our ontology to reflect
the community’s harmonized perception of requirements quality factors,
guide reporting of new quality factors, and provide central access to the
current body of knowledge.

Keywords: Requirements Engineering, Requirements Quality, Quality Factor,
Ontology

1 Introduction
Context. A requirements quality factor [154] is a normative metric which maps
a textual requirement of a specific granularity to a scale which informs about the
quality of this input. Because quality factors can be calculated entirely on textual
input and do not necessarily need to consider the perspective of any stakeholder who
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is intended to use the requirement, factors are an efficient tool for early estimates of
requirements quality, often even eligible for full automation. This satisfies the need
for detecting potential defects in textual requirements at an early stage, as the cost
for addressing these defects increases the longer they stay undetected, putting the
project success at risk when treated poorly [18]. The applicability of quality factors
is corroborated by the plethora of existing tools which automate their detection [6,
130]. Among the popular requirements quality factors are passive voice [130], where
the use of a verb in passive voice is associated with ambiguity of a requirement due
to the omission of the subject within a sentence, and sentence length [90], where
exceeding a specific threshold of words or characters in a sentence is associated with
complexity due to the sentence becoming increasingly hard to comprehend.

Problem. Requirements quality research is lacking a holistic perspective on
quality factors and a central repository containing the existing body of knowledge
to enable reuse and evolution. These two gaps result in challenges such as concur-
rent work on same or similar quality factors instead of reusing and advancing those
already established. For example, anaphora or anaphoric ambiguity is described as
“an expression used, in language, to refer to another expression” [155], “a linguistic
expression that refers to a preceding utterance in text” [36], and “whenever a pro-
noun (e.g., he, it, that, this, which, etc.) refers to a previous part of the text” [90].
While a certain degree of similarity between all three competing descriptions is ap-
parent, the lack of consensus on the definition is bound to introduce ambiguity to
the understanding of tFhe quality factor. Furthermore, another challenge of require-
ments quality research is the proposal of shallow quality factors neglecting practical
relevance due to insufficient or anecdotal evidence [6].

Approach. We take the first step at tackling these problems by defining require-
ments quality factors, their related elements like data sets and automatic detection
approaches, and the relationships between the elements. These elements and their
relationship constitute our domain of interest. Next, we formalize this domain into
an ontology where each element is represented by an individual taxonomy initially
derived from literature. Using a set of 105 primary studies from the area of empirical
research on requirements quality [6], we rigorously improve the structure of the ontol-
ogy by applying established guidelines [58] and extracted eligible objects to populate
the ontology. Finally, the refined structure of the ontology as well as all extracted
objects are stored centrally in a repository and visualized through a connected web
interface.

Structure. After discussing related work in Section 2, we elaborate the long-
term objectives of this research direction in Section 3 by explaining the domain
of requirements quality factors as well as the corresponding ontology development
method in Section 4. Section 5 describes the first step taken towards this long-term
objective in the scope of this work by presenting the process and results of the first
prototype at ontology development. Challenges are outlined in Section 6 before call-
ing for action in Section 7 to involve the requirements quality research community
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in a joint effort at advancing and maintaining a harmonized vision of requirements
quality before concluding in Section 8.

2 Related Work
The concept of requirements quality factors has been implicitly used in many pub-
lications over the last years: Femmer et al. [130], for instance, introduce nine re-
quirements smells, which indicate quality violations in textual requirements. Din
and Rine [145] propose a metric for requirements complexity, which is referred to
as a requirements indicator. Ormandjieva et al. [156] gather several quality char-
acteristics to define the quality of requirements text. We continue using the term
quality factor which was applied in this context by Femmer et al. [2], since the term
avoids the negative connotation that for example requirements smell evokes, opening
the concept of quality factors up to also represent positive impacts on requirements
quality, and since the term is well-embedded into a larger context of requirements
quality [2].

Several sets of requirements quality factors have already been proposed in liter-
ature, among which are–as previously mentioned–the requirements smells proposed
by Femmer et al. [130], the quality user story framework introduced by Lucassen
et al. [157], and the framework for quality measurement developed by Génova et
al. [158]. Previous attempts at establishing a subject-based classification for require-
ments quality are to the best of our knowledge limited to an approach by Saavedra
et al. [159], which is, however, on a coarser granularity and elicits only high-level
requirements quality aspects like correctness, completeness, and others. The work
most comparable to our approach has been conducted by Femmer et al. [30], where
129 industrial requirements writing rules were classified regarding their eligibility
for automation. Our own work differs from theirs in that (1) we aim at integrating
quality factors established in peer-reviewed literature instead of in industrial writing
rules [30] into a holistic ontology, while (2) considering the eligibility of the indi-
vidual factors for automation only as one of many sub-goals. Further (3), as our
endeavour shall lay the groundwork for a long-term community initiative, one main
contribution is to publicly disclose all of our results for an effective maintenance and
evolution of the ontology by the community.

3 Long-Term Objective
We begin by framing the long-term objective of our initiative. While this objective is
out of scope of this paper, it guides the design and implementation of the prototype.
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Figure 1: Schema of the ontology structure in Crow's foot notation

3.1 Establishing a Requirements Quality Factor Domain
Harmonizing the perspectives on requirements quality factors presupposes under-
standing the domain of related elements in which factors are embedded. We con-
ceptualize four relevant elements during initial investigations of the available liter-
ature (see Figure 1). We consider a requirements quality factor–as described in the
introduction–as a normative metric which maps a textual requirement at a specific
level of granularity to a scale which informs about the quality of this input, where
the level of granularity represents different ranges of text (e.g., words, sentences, or
documents) and the scale is an often binary categorization of whether the factor has
a positive or negative impact on specific aspects of quality (e.g., ambiguity, consis-
tency) [159]. The lack of an explicit definition of this concept so far, however, led
to quality factors only being referred to implicitly in literature. This resulted in the
abstract concept of quality factors being instantiated predominantly as descriptions
of varying levels of formality in literature. Consequently, the abstract element of a
quality factor is related to one or more description elements which define the factor.

Evaluating textual requirements artifacts against these descriptions of quality
factors is a way of estimating the quality of the requirements. In several cases, this
evaluation can be automated: in our domain, we denote an approach for automatically
detecting violations against a quality factor as an approach, which is associated to at
least one description since approaches often automate the detection of several quality
factors. These approaches are evaluated on data sets, which may have information
about certain quality factors embedded into them, for example through the annotation
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of violations against a set of quality factors.
We deem these four elements relevant for achieving our objective: the quality

factors serve as a conceptual anchor for our objects of interest, descriptions make the
factors tangible and comprehensible, and data sets as well as approaches facilitate
application and reuse of the factors. We do not claim exhaustive completeness of the
domain but rather use it as a starting point for the first iteration. Hence, we focus on
extracting these four types of elements from existing literature.

3.2 Guiding the Ontology Development
In order to formalize these domain elements, we select the simplest subject-based
classification system capable of representing the domain elements and their relation-
ships [160]. Hence, we formalize our domain of interest as an ontology, where each
element is represented by a taxonomy. All objects contained in each taxonomy are
classified in a fixed number of dimensions specific to that taxonomy. As visualized
in Figure 1, an object contained for example in the quality factor taxonomy is clas-
sified among others by the dimension scope. Each object takes exactly one value
per dimension, where the set of all possible values of a dimension is called the char-
acteristics [160]. The dimension scope contains the characteristics word, sentence,
and others. We denote the collection of all dimensions and characteristics of a taxon-
omy as its structure. The structure of the ontology is the collection of all taxonomy
structures.

Strictly categorical dimensions are not able to represent certain attributes of an
object in the context of our ontology. First, references between two objects of dif-
ferent taxonomies require indexing each object, where indices are not meaningful
characteristics. Second, textual attributes like a natural language description of a
quality factor can also not be represented by a finite set of characteristics. We there-
fore extend the attributes of our subject based-classification by indices as well as
scope notes as commonly used in thesauri [160], which enables a proper description
of objects. Each quality factor object for example contains a scope note name to
associate the object with a unique label.

For the sake of brevity in notation we also introduce dimension-clusters, which
consist of a list of dimensions and a list of characteristics, where the latter applies
to each dimension. A dimension-cluster abbreviates similar dimensions, e.g., the
dimension cluster quality aspects of the quality factor taxonomy contains dimensions
like ambiguity, complexity, and verifiability, which all can take the characteristics
impacted positively, impacted negatively, or not impacted individually.

We translate the rigorous taxonomy development guideline proposed by Nick-
erson et al. [58] and extended by Kundisch et al. [161] to the larger scale of our
ontology. None of the aspects in which our ontology design extends the design of a
taxonomy contradicts the abstract guidelines, since (1) the ontology simply consists
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of four individual taxonomies and (2) the extraction guideline is applicable to the
additionally included index and scope note attribute as well.

4 Provisional Ontology Design
We take a step towards our long-term objective by defining requirements and exit
criteria of the ontology creation process.

4.1 Meta-Characteristics
As defined in the guideline [58], the design of the classification system is rooted in
the identification of the users which are intended to use the ontology, and their goals,
which these users are supposed to achieve with the ontology. We consider two types
of users to interact with the ontology: researchers dedicated to advancing the field
of requirements quality research and practitioners aiming to apply results emerging
from this research in order to evaluate the quality of their requirements artifacts. The
goals of these two abstract users constitute themeta-characteristics [58] and represent
the high-level requirements for the ontology. The following goals (G) are formulated
in the user story template:

• G1: As a researcher or practitioner, I want to find explanations to available
requirements quality factors so that I understand how they inform about re-
quirements quality.

• G2: As a researcher or practitioner, I want to find available resources con-
nected to a quality factor so that I can reuse these resources for my own work.

• G3: As a researcher, I want to identify gaps in literature so that I can tailor my
own research to provide valid contributions.

• G4: As a researcher or practitioner, I want to find who is working on specific
quality factors so that I can establish a collaboration.

These goals strictly apply to the ontology. The obvious, overarching goal to evaluate
the quality of requirements artifacts applies to the quality factors and is independent
of our goals.

4.2 Exit criteria
The exit criteria, which indicate the completeness of the iterative ontology develop-
ment method, are also derived from Nickerson et al. [58]. In this, we aim to achieve
the following objective ending conditions (condensed from [58]): (1) All objects
or a representative sample of objects have been examined, (2) no object, dimension
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or characteristic was merged or split in the last iteration, (3) at least one object is
classified under every characteristics of every dimension, (4) no new dimensions or
characteristics were added in the last iteration, and (5) every dimension is unique in
every taxonomy of the ontology and every characteristic is unique in its dimension.

By documenting all changes to the ontology in each iteration, we can objec-
tively decide when these ending conditions are met. We have explicitly excluded the
objective ending criterion “Each cell (combination of characteristics) is unique and
is not repeated” [58], since the extension of the ontology as described in Section 3.2
entailed the inclusion of attributes that are not dimensions, i.e., indices and scope
notes. Two objects can hence have the same combination of characteristics among
all dimensions, but be distinct due to different scope note values. In addition, we also
aim to achieve the following subjective ending conditions [58]:

• Concise: the number of dimensions needs to be meaningful yet manageable

• Robust: the dimensions and characteristics need to provide for differentiation
among objects of interest

• Comprehensive: all objects within the domain of interest can be classified

• Extendable: new dimensions and characteristics can be easily added

• Explanatory: the dimensions and characteristics explain the objects

5 Prototype of the Ontology
We developed a prototype of the ontology to (1) illustrate the usability of the struc-
ture, repository, and tool, and to (2) contribute the first step towards the long-term
objectives.

5.1 Iterative process
We illustrate the approach outlined in Section 3.2 by adopting the iterative ontology
development process as extended from Nickerson et al. [58]. Accordingly, either an
empirical-to-conceptual or conceptual-to-empirical approach has to be chosen. We
chose the former approach for the initial iteration, as a significant understanding of
the domain has already been established along previous engagement with require-
ments quality research. We distilled an initial structure of the ontology based on
relevant literature [30, 159, 162].

An empirical-to-conceptual approach was chosen for the subsequent four itera-
tions, as we aim to extract eligible objects for the four taxonomies from established
literature. For this prototype, we selected the set of primary studies gathered in a re-
cent systematic mapping study on empirical requirements quality research by Mont-
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gomery et al. [6] as our data to extract from. This publication is the only secondary
study to our knowledge which explicitly investigates requirements quality and, thus,
serves as a reliable collection of peer-reviewed primary studies. The three first au-
thors distributed the set of 105 eligible studies among each other and split the re-
sulting subset into four iterations. During each iteration, they extracted all relevant
objects based on an extraction guideline, which was initiated during the first iteration
and maintained according to ontology development protocol [58, 161]. Publications
had to at least contain one eligible quality factor based on the definition established in
Section 1 and an according description. Data set and approach objects were extracted
when eligible according to the extraction guideline. At the end of each iteration,
the three extracting authors convened together with the fourth author and discussed
necessary changes to the ontology structure in case objects were encountered which
could currently not be framed by the taxonomies.

The set of references in [6] is heavily biased towards empirical work. To confirm
that the ontology is also robust when considering non-empirical work, we conducted
a final iteration considering publications that were excluded in the reference selection
phase of [6]. The inclusion of non-empirical work, e.g., [163], did not challenge the
structure of any taxonomy, strengthening our confidence in the robustness of the
ontology.

After this final iteration, all relevant exit criteria were fulfilled, which indicated
the completion of the ontology creation process in the scope of this work. The ob-
jective ending conditions were fulfilled as the documentation of the final iteration of
the protocol showed no violation against any of the five conditions. The subjective
ending conditions were assessed and agreed upon by the first four authors to a reason-
able extent of this prototype; for example, the ontology was deemed concise since the
number of dimensions of each taxonomy is compliant with the seven plus two rule
[58, 164], and robust since the inclusion of non-empirical work did not challenge
any taxonomy structure. The final assessment of the subjective ending conditions
applies to the future version of the ontology and will be discussed in the outlook in
Section 7.2.

5.2 Current State
The schema of the ontology structure at the current stage of development is shown in
Figure 1 with the structure and relationship between all four included taxonomies. A
thorough explanation of all attributes (dimensions, dimension-clusters, scope notes,
and references), the eligible characteristics, and their corresponding extraction rule
can be found in our replication package1 and on our web interface2. We limit the
following explanations to the most important of these attributes and illustrate them

1Replication package at https://doi.org/10.5281/zenodo.6583690
2The application can be accessed at http://www.reqfactoront.com
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with a running example.
Requirements quality factors are characterized by a name and scope, which is

the dimension representing the granularity of input necessary in order to decide the
quality factor. As an example, one publication by Femmer et al. [30] contains mul-
tiple quality factors, one of which is named containing subflows. The scope of this
factor is use case, as a full use case is necessary to decide whether at least one subflow
is contained or not. Quality factors are further characterized by the dimension-cluster
quality aspect: it is necessary to denote the impact which the calculated value of a
quality factor has on the activities in which the requirement is used, which is framed
by the notion of activity-based requirements quality [2]. The factor containing sub-
flows is reported to have a negative effect on the aspect understandability, because
subflows “force the reader to jump between different positions in the text in order
to read through the use case, which can be argued to lead to less readable use cases
that are harder to understand” [30], but also a positive effect on maintainability, be-
cause “if parts of the flow change, they only need to be changed in one location (the
subflow), and not in each use case” [30]. The notion of aspects is further explained
in Section 6. The set of quality aspects is a harmonized superset of aspects used in
established literature [6, 159, 165, 166]. We make no claim about the completeness
and granularity of this set, as we consider quality aspects as a connected, but distinct
element in a larger domain. Using a harmonized superset, we provide an interface
for future research in this subsequent domain of requirements quality, for example,
on their interrelationships [162].

Descriptions are instantiated by a scope note for both the definition of the quality
factor and also its impact. Since a rigorous framework of requirements quality fac-
tors has been absent in requirements quality research, textual descriptions of what a
quality factor means and how it impacts subsequent development activities are most
common. The factor containing subflows is defined as “Subflows are mechanisms
for reuse that enable the author of a use case to extract a certain set of steps into a
reusable subflow to prevent copy-and-paste reuse [...] in the use cases” [130], while
the impact is described as mentioned in the previous paragraph about aspects. De-
scription objects are further annotated on whether the according publication provides
empirical evidence for its relevance and whether practitioners were involved in its
inception or development, as these dimensions help identifying quality factors that
are empirically informed. Since all quality factors in [30] were derived from an in-
dustrial requirements writing guideline, they explicitly have practitioners involved
and their use in practice serves as empirical evidence.

Data sets are characterized by their origin, which reflects whether the data is
from industry, academia, or mocked, and who embedded the information (called
ground-truth annotators) of quality factor violations in the data, i.e., whether the
authors themselves, practitioners, or students annotated the violations. Femmer et
al. [30] report on one data set from a large software project at a German reinsurance
company, whose origin is practitioner data. Since the data bears no annotations,
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the data set has no ground-truth annotators. The size and granularity of the data set
represents the number and type of contained elements. The aforementioned data set
contains 51 objects of the granularity document. Finally, the accessibility of a data
set reflects to what degree the data set can be used. If available, the corresponding
link or reference to the source is given. The described data set is private and has no
link or source given.

A similar approach for characterizing the accessibility is done for an approach
object, in addition to the type of release (source code, tool, API, or other). Ap-
proaches are further characterized by their type (rule-based, machine learning or deep
learning) and the necessary information utilized to conduct the automatic evalua-
tion (e.g., POS tags, dependency tags, or other). Finally, approaches are–similar to
descriptions–classified regarding the empirical evidence they provide and whether
practitioners were involved in the evaluation. The approach Smella, described in an-
other publication by Femmer et al. [130], is a proprietary tool detecting smells with
a rule-based algorithm using POS tags and lemmatization.

In the following paragraphs we describe how the current state of the ontology
and its contained objects address the meta-characteristics. All conclusions are drawn
based on the limited subset that was selected for this prototype [6], hence the infer-
ences are not necessarily universal. In addition, the conclusions are currently limited
to a quantitative evaluation of the ontology’s structure and content. A qualitative eval-
uation involving the intended users of the ontology will be necessary to determine its
usability.

Addressing G1. The association of a quality factor object with at least one
description object provides an overview over all proposed explanations of a qual-
ity factor. Out of the 105 primary studies from the initial set [6], 59 contained at
least one eligible quality factor. In total, 206 unique quality factors were extracted
and associated to 258 descriptions. Consequently, 172 quality factors are associated
to exactly one description. On the other hand, nine quality factors were described
in three or more occasions: anaphora, coordination ambiguity, vagueness, passive
voice, referential integrity, subjectivity, nocuous ambiguity, multiple interpretations,
and consistency.

Addressing G2. The association of a quality factor object with data set and
approach objects allows to find available resources for reuse and evolution. The 105
primary studies describe 56 unique data sets and 36 approaches. However, only 9
of 56 data sets are publicly available (i.e., have the characteristic available in paper
or open access link in the dimension accessibility), while most data sets are either
private or not disclosed. Only 5 of the 36 approaches are publicly available (i.e., have
the characteristic open access or open source in the dimension accessibility), while
most approaches are not disclosed at all. These numbers highlight a dire condition
of open source in the requirements quality research landscape, which inhibits the use
and reuse of existing resources. Filtering by the dimension accessibility supports
identifying available resources and exposing undisclosed contributions.
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Addressing G3. As well as achieving G2 in the aforementioned way to identify
which quality factors are not yet annotated in a data set or automatically detected with
an approach implementation, the dimensions empirical evidence and practitioners in-
volved can be used as a filter to identify objects that lack empirical validation. Out
of the 258 descriptions, only 82 are devised based either on empirical evidence, i.e.,
by assessing how well the metrics correspond to the subjective perception of require-
ments quality in a survey [167], or by involving practitioners in the design process of
the quality factor [136]. In addition, only 92 of the extracted 258 description objects
contain an explicit impact of the quality factor. The significance of this lack of an
impact description is further emphasized in Section 6.

Addressing G4. The association of description, data set, and approach object
to references allows to trace every contribution to the corresponding authors, which
can be used to connect to researchers who have contributed in a specific area of
requirements quality research.

5.3 Repository and Tool
The initial results are recorded in a first version of a maintainable tool: both the struc-
ture and the objects of the ontology are stored in a publicly accessible data repository
hosted on GitHub1. The structure is represented by structure files defining the at-
tributes of each taxonomy. The objects are stored in form of extractions, where each
extraction is associated to one reference and contains an arbitrary number of extracted
objects according to the existing taxonomies. The current status of the repository is
retrieved by an interactive web application which processes the data and visualizes it
in a human-readable and -comprehensible way2, fulfilling the elicited goals through
filters and links. The repository can be easily maintained using the version control
offered by GitHub: contributions to both the structure and the content of the ontology
can be made by adding new extraction elements for either existing or new references.
This way, new publications can be included or already included publications can be
revised, supporting an inclusive and collaborative approach at harmonizing the per-
spective on requirements quality factors.

6 Threats and Challenges
TransparentOntologyDesign Process Amajor challenge in developing any subject-
based classification is the lack of transparency of the process [161], where the process
obscures the rationale behind design decisions. Since our ontology is both meant to
facilitate collaboration and a community-driven maintenance and evolution, we mit-
igate this threat by disclosing all process documentations1.

55



Shared Understanding of Extraction Guidelines Aswith any extraction task, the
subjective nature of interpreting literature according to an extraction guideline is in-
herently prone to misunderstandings. Even though the initial set of extracted objects
are neither the main contribution of this work nor assumed to be permanent, we as-
sured a common understanding by assigning primary studies which were already
processed by one author to another author in order to calculate an overlap and quan-
tify the agreement. This way, each of the first three authors additionally extracted
relevant objects from two already processed primary studies, such that every extrac-
tor had an overlap with every other extractor. All relevant attributes were evaluated:
dimensions were assessed by equivalence, scope notes were assessed by similarity
using sequence matching scaled to range [0, 1]. The six primary studies resulted in
799 extracted individual values, on which an agreement of 85.03% between all au-
thors was achieved. This agreement assures a sufficiently common understanding of
the extraction guidelines.

Requirements Quality Research Framework Asmentioned in Section 1, require-
ments quality factors are purely normative and evaluate textual input based on met-
rics which are often arbitrary. The relationship between these metrics and the actual
impact on the quality is more complex: as identified in previous research on specific
quality factors [34], a violation against the rule entailed by a quality factor may or
may not lead to an actual impact on the requirements quality depending on numerous
context factors. For example, the use of passive voice might not lead to an ambigu-
ous interpretation in a small-scale development unit if the stakeholders which are
intended to use the written requirement can reconstruct the omitted subject of the
sentence anyway.

This relationship has been framed by Femmer et al. in the form of activity-based
requirements engineering quality models [2], where a violation against a quality fac-
tor only potentially leads to an impact on an activity in which the requirement is
meant to be used. The relevance of a quality factor is dependent on the likelihood of
an impact on subsequent activities under the given context factors.

This imposes a necessary interface on the requirements quality factor ontology:
ultimately, every quality factor should be associated to a specific impact on specific
activities given specific context factors in order to determine the relevance of the fac-
tor. The state of research in this respect is currently relatively poor, as shown in the
preliminary results of Section 5.2, andmost publications proposing quality factors are
satisfied with determining the impact of a factor based on educated guesses or anecdo-
tal evidence. Therefore, our ontology currently only records explicitly stated impacts
in the dimension-cluster quality aspect of the taxonomy quality factor. However, im-
proving the information about the potential impact of quality factors is an anticipated
extension point of our ontology once research in this domain has advanced.
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7 Limitations and Call for Action
We discuss the limitations of the prototype to highlight the distance between this first
step and the long-term objective. Further, we propose a community effort to bridge
this distance.

7.1 Limitations of the current Approach
Incompleteness of Publications The lack of a shared terminology impedes identi-
fying what the complete set of publications would be, as quality factors have been
addressed with different names and in different approaches. Hence, the list of pub-
lications to extract eligible objects from is far from complete. The systematic map-
ping study on empirical requirements quality research by Montgomery et al. [6] is to
our knowledge the only secondary study which makes an attempt at comprehending
the research domain of requirements quality. Currently not considered publications
could potentially add relevant objects to the ontology or challenge its structure. Since
the domain of requirements quality research is only loosely coherent by an explicit
identity, the effort to comprehend and order relevant research is, as we argue, an
extensive undertaking.

Overload of factors The result addressing goal G1 presented in Section 5.2
raises the question about the relevance of this large number of unique quality factors.
The included publications show a large variation in the degree of evidence for their
relevance, as also noticed by Montgomery et al. [6], which ranged from purely anec-
dotal justifications over references to established literature [168] to sound empirical
evaluations [34]. We decided not to exclude publications with lacking evidence of
relevance at the cost of a manageable number of resulting factors, mainly because
no mature research approach to reliably determine a quality factor’s relevance exists
yet.

7.2 Call for Action
One hopewe associate with this RE@Next! contribution is to appeal for participation
in a coordinated community effort aimed at tackling this task. The extension of this
task to a community effort makes the extensive undertaking of identifying all relevant
literature surmountable. In addition, it ensures to include diverse perspectives on the
matter, contributing to establish a harmonized vision. This will additionally lead to
healthy scrutiny and subsequent evolution of the ontology structure, for example by
including the dimension language for quality factors, as publications discussing qual-
ity factors in languages other than English begin to emerge [169]. Finally, involving
as many parts of the implicit requirements quality research community as possible is
bound to establish an explicit, shared identity of the research domain in the process.

The community effort will be initialized by interested members of the require-
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ments quality research community committing to it. We anticipate this effort to span
over several years, though a consistent commitment is not mandatory. Coordinated
by the first authors of this paper, systematic strategies for identifying previously not
considered publications will be developed, distributed, and executed. Once confi-
dence in the completeness of the publications will have been reached, the iterative
ontology creation process described in Section 5.1 will be scaled up and continued
by the members involved in the community effort. The ultimate deliverable of this
community effort will be a sufficiently complete and robust ontology structure and
content–assessed jointly using the objective and subjective exit criteria–which re-
flects the harmonized perspectives of the requirements quality research community.

This also lays the groundwork for addressing the relevance-problem of require-
ments quality publications: after the space of quality factors has expanded during the
community effort, this same community shall be involved in developing a reliable
research approach for determining the relevance of a quality factor. This method will
be used to condense the space of quality factors again to a manageable number of rel-
evant objects, addressing the second limitation mentioned in the Section 7.1. Finally,
a complete yet concise set of applicable and relevant quality factors contained in the
final version of the ontology fulfilling goals G1-G4 can be delivered.

8 Conclusion and Outlook
This paper presents the long-term objective of a harmonized vision on requirements
quality factors in the form of an ontology, relating four taxonomies to represent the
four elements quality factor, description, data set, and approach of the domain con-
taining quality factors for textual requirements. The extraction of eligible objects
from 105 primary studies as well as a central repository and accessible web interface
are the first step towards this long-term objective.

Establishing a harmonized perspective on the structure of quality factors and
related elements as well as a central repository containing a sufficiently complete set
of relevant objects is an extensive task necessitating a community effort, making this
task surmountable and also including diverse perspectives on the domain. The final
version of the ontology will then serve as a conceptual framework for future research,
a reliable resource for practitioners to base requirements quality assurance on, and a
tool for requirements quality education.
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Paper III
Measuring the Fitness-for-Purpose of
Requirements: An initial Model of
Activities and Attributes

Abstract

Requirements engineering aims to fulfill a purpose, i.e., inform subse-
quent software development activities about stakeholders’ needs and
constraints that must be met by the system under development. The
quality of requirements artifacts and processes is determined by how fit
for this purpose they are, i.e., how they impact activities affected by
them. However, research on requirements quality lacks a comprehen-
sive overview of these activities and how to measure them. In this paper,
we specify the research endeavor addressing this gap and propose an ini-
tial model of requirements-affected activities and their attributes. We
construct a model from three distinct data sources, including both litera-
ture and empirical data. The results yield an initial model containing 24
activities and 16 attributes quantifying these activities. Our long-term
goal is to develop evidence-based decision support on how to optimize
the fitness for purpose of the RE phase to best support the subsequent,
affected software development process. We do so by measuring the ef-
fect that requirements artifacts and processes have on the attributes of
these activities. With the contribution at hand, we invite the research
community to critically discuss our research roadmap and support the
further evolution of the model.

Keywords: Requirements Engineering, Requirements Quality, Literature Re-
view, Interview Study, Activity

1 Introduction
Requirements engineering (RE) is a means to an end and aims to fulfill a purpose,
i.e., to inform subsequent activities of the software development life cycle about the
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needs and constraints of relevant stakeholders [1]. Therefore, requirements artifacts
and processes must be fit for purpose. This fitness for purpose is determined by the
attributes of the software development activities that are affected by requirements
artifacts or processes [40]. For example, a requirements specification is considered
fit for purpose when implementing (activity) its implied features works correctly,
completely, and quickly (attributes), among other attributes. In that sense, we should
judge the quality of requirements (and RE) based on the extent to which they are fit
for purpose, i.e., how they impact the attributes of requirements-affected activities [2].
Still, research on requirements quality is dominated by studies aiming to determine
the quality of a requirements specification solely based on normative metrics [41].

Recent endeavors to nuance requirements quality research with this activity-
based perspective are promising [1, 2], but have so far not seen adoption in prac-
tice [40]. One reason for this is the lack of an overview of software development
activities that are affected by requirements engineering as well as their measurable
attributes. This gap was acknowledged in previous requirements quality research [2,
170] and is one milestone on requirements quality research roadmaps [1, 40]. The
overview of the activities that are potentially affected by RE would offer guidance
on which activities determine the fitness for purpose of RE processes and artifacts.
Furthermore, an overview of the activities’ attributes would offer guidance on how
to measure their performance. Consequently, we formulate the following research
questions:

• RQ1: Which software development activities are affected by requirements ar-
tifacts?

• RQ2: By which attributes are requirements-affected activities evaluated?

This paper initializes the endeavor to create andmaintain an overview of require-
ments-affected activities and attributes answering the research questions. As the first
step, we inductively construct an initial model from three distinct data sources (Sec-
tion 3). The model contains 24 activities like implementing, testing, and estimating
effort, and characterizes them with 16 attributes including duration, completeness,
and correctness (Section 4). The paper further describes how to apply the model
in research and practice and how future research will advance the endeavor (Sec-
tion 5). We disclose all material, data, and source code1 to facilitate this community
endeavor.

1Archived at https://zenodo.org/doi/10.5281/zenodo.10869626
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Figure 1: Simplified example of SE-relevant activities

2 Background and Related Work
2.1 Requirements Use in SE
We consider as an activity any SE-relevant process performed by a (human or soft-
ware) agent that uses one or more input artifacts and produces one or more output
artifacts [2]. Figure 1 visualizes a simplified overview of SE activities, the artifacts
they use as an input and produce as an output, and their scope. For example, the im-
plementing activity receives several input artifacts like a requirements specification
and system architecture to produce output artifacts like source code.

We consider an activity requirements-affected if at least one of its input arti-
facts is a requirements artifact (yellow activities in Figure 1). The aforementioned
implementing activity is requirements-affected because it considers a requirements
specification as an input. In the simplified example in Figure 1, the requirements
elicitation and the deployment activity are not requirements-affected. It is, however,
possible that the requirements elicitation activity may be affected by requirements
artifacts of previous projects and sprints or that explicit deployment requirements
exist.

2.2 Requirements Quality
Since requirements artifacts are used as input to requirements-affected activities, the
artifacts’ quality affects the quality of these activities and their output [21]. For ex-
ample, a vague requirements specification may lead to incorrect or missing features
and reduced customer acceptance [18]. These quality defects are more expensive to
fix the later they are addressed [3]: Revising a vague requirements specification is
less expensive than redeveloping a faulty system built on it. Therefore, organizations
aim to detect and remove requirements quality defects as early as possible [6].
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However, requirements quality research focuses predominantly on normative
quality factors [41] that do not consider an impact on affected activities [6, 40]. For
example, the use of passive voice is often advised against in literature [33, 158, 171]
despite a lack of empirical evidence for its negative consequences [34, 81, 172]. This
fosters skepticism of organizations to adopt requirements quality research [9, 173].

To address this issue, Femmer et al. proposed the perspective of activity-based
requirements quality [2]. This perspective entails that requirements are only as good
as they support the activities in which they are used [1], i.e., requirements quality
depends on the performance of requirements-affected activities. Specifying require-
ments quality as fitness-for-purpose to support affected activities necessitates require-
ments quality research to understand requirements-affected activities, i.e., it requires
identifying and measuring activities affected by a requirements artifact [40].

Without a systematic elicitation of requirements-affected activities prior to in-
vestigating the quality of a requirements artifact, researchers risk drawing incomplete
conclusions. For example, Ricca et al. investigate the effect of screen mock-ups on
requirements comprehension [174] and conclude that providing screen mock-ups im-
proves the understandability of requirements. Femmer et al. confirm this effect but
contrast that they simultaneously have a negative effect on requirements maintain-
ability [2]. Systematic studies on activity-based requirements quality agree that an
overview of requirements-affected activities and their attributes is necessary to ad-
vance relevant requirements quality research [1, 2, 40].

2.3 Related work
Requirements engineering literature contains several studies about the impact of re-
quirements quality on subsequent software development activities. For example, Ka-
mata et al. [31] and Zowghi et al. [175] empirically investigated the impact of re-
quirements quality on project success measured in time and cost overrun. Similarly,
Knauss et al. studied the impact of requirements quality on project success measured
by customer satisfaction [176]. These studies generalize the affected activities and
summarize their effect on the overall project outcome.

Studies focusing on more specific activities include Chari et al. investigating
the impact of requirements defects on injected software defects [177], and Femmer
et al. relating the use of passive voice to the domain modeling activity [34]. On
the other hand, some studies expand the scope of affected activities. Damian et al.
conducted a longitudinal case study observing a full project development lifespan
and measured the tradeoffs of a revised RE process on several activities like commu-
nication, effort estimations, and implementation [101]. Mendez et al. conducted a
large-scale, global survey of perceived problems in RE and their effects on activities,
including designing, implementing, and organizing [18].

Research on traceability between software development artifacts constitutes an-
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other closely related domain. Several secondary studies have summarized traceabil-
ity research and identified artifacts that are commonly connected [178, 179]. Al-
though requirements artifacts are prominent targets of trace links, they are typically
connected to other artifact types, not the activities that produce them [178]. These ar-
tifact types can be used to infer the producing activities, though the inferred activities
typically remain on a very high level [179]. Furthermore, this limitation excludes by
design all activities that do not necessarily or only rarely produce artifacts, like, for
example, informal reviewing, modifying existing artifacts, assessing feasibility, or
estimating effort.

In summary, none of these previously mentioned primary studies systematize
the affected activities and their attributes but rather select the studied impact based
on the availability of data or anecdotal hypotheses, and traceability research exhibits
significant limitations regarding the identification of these activities. Only two stud-
ies known to the authors attempt to explicate the affected activities. Femmer et al.
elicited the activities affected by specific requirements artifacts at a case company
and determined the qualitative impact of requirements defects on them [2]. In a sim-
ilar study, Frattini investigated requirements quality factors relevant to a case com-
pany and their impact on subsequent activities [170]. Both studies prototype a model
of requirements-affected activities for the specific context but acknowledge the need
for a more systematic and comprehensive overview.

3 Goal and Early Method
One goal of activity-based requirements quality research is to create and maintain a
comprehensive model of requirements-affected activities and their attributes exhibit-
ing the following properties [1, 40]:

1. Applicability: The model can represent all requirements-affected activities
and attributes in any given SE context.

2. Suitability: The model can be used to evaluate relevant activities by means of
their attributes.

3. Extensibility: The model can be extended with new activities or attributes.

4. Usability: The model can be accessed and comprehended by software engi-
neers.

In this study, we contribute the first version of this model. Since we are not
aware of any systematic prior work collecting requirements-affected activities and
their attributes [1, 40], we surveyed different data sources for textual descriptions of
SE activities that use requirements artifacts as input. From these textual mentions, we
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inductively construct a model of requirements-affected activities and their attributes
by employing thematic synthesis as proposed by Cruzes and Dybå [61].

3.1 Data Collection
To ensure the property of applicability as mentioned above, we collected data from
three distinct sources described in the following three subsections: a systematic re-
view of experimentation literature (Section 3.1.1), an interview study (Section 3.1.2),
and a literature study on software process models (Section 3.1.3).

3.1.1 Systematic Literature Review
The first source of textual descriptions of requirements-affected activities and their
attributes that we considered were scientific studies reporting controlled experiments
in which the experimental task involves human subjects and considers requirements
as an input artifact. These experimental tasks simulate requirements-affected SE
activities performed by practitioners. The dependent variables in these experiments
are eligible attributes describing the performance of the activity. We adopted the
systematic literature survey method employed by Sjøberg et al. [59].

Database selection. To ensure that our database search for eligible primary
studies targets publications relevant to SE we pre-selected eligible journals and con-
ferences (from hereon out collectively called venues) from the CORE ranking2 whose
field of research is software engineering. To ensure a high quality of the primary
studies, we constrained the venues to those of rank A* or A. A few select venues of
lower rank that are particularly relevant to the topic constituted an exception. These
included the Requirements Engineering Journal, the Journal of Software: Evolution
and Process, the International Working Conference on Requirements Engineering:
Foundation for Software Quality, the International Conference on Product-Focused
Software Process Improvement, and the Euromicro Conference on Software Engi-
neering and Advanced Applications, which all have a core rank of B. Additionally, we
removed all venues that host computer science rather than SE topics. This task was
performed by three authors in conjunction to ensure reliability. The final database
selection contained 35 venues (10 journals and 25 conferences).

Database search. We performed a keyword-based database search for each
included venue with the keywords experiment* as well as requirement* (or the syn-
onyms srs or specification*). These keywords limited the retrieved primary studies
to those (1) describing an experiment and (2) involving requirements at least to some
degree. We executed the database search via Scopus3 and in four cases, where Scopus
did not index publications of that venue, via the ACM Digital Library.4 The search

2https://www.core.edu.au/
3https://www.scopus.com/search/form.uri?display=advanced
4https://dl.acm.org/
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string per venue consisted of the two sets of keywords as well as a limitation to the
venue via its title. For example, the search string for the ACM Computing Surveys
journal in Scopus looked as follows: SRCTITLE ( computing AND surveys )
AND TITLE-ABS-KEY ( requirement* OR srs OR specification* ) AND
TITLE-ABS-KEY ( experiment* ). The search per venue returned between 1
(e.g., from the European Conference on Object-Oriented Programming) and 175
(from the Journal of Systems and Software) primary studies for a total of 1446 studies.

Inclusion. Next, we performed an inclusion phase to ensure the following prop-
erties of primary studies expressed by the two inclusion (I1 and I2) and four exclusion
criteria (E1-E4):

• I1: The primary study presents an experiment with human subjects as one of
its core contributions.

• I2: The experimental task uses a requirements specification as an input.

• E1: The experimental task is a requirements review.

• E2: The study is not written in English.

• E3: The publication is not available via the university’s access program.

• E4: The study is a duplicate of or extended by an already included study.

I1 ensures that eligible primary studies present a proper experiment (regardless
of whether it is controlled or quasi) that involves human subjects. Otherwise, the
experimental task would not simulate an SE activity, the concept of interest. This
excludes, for example, experiments in which machine learning algorithms of dif-
ferent configurations are compared on a classification task. I2 ensures that the ac-
tivity is requirements-affected. E1 explicitly excludes requirements review tasks,
i.e., requirements defect detection and removal activities. The purpose of identify-
ing requirements-affected activities is to optimize the affecting requirements in a
way that improves their impact on the activities. This optimization process is the
requirements review. Hence, we excluded these studies to avoid a circular impact,
i.e., suggesting to optimize requirements for the reviewing activity, which is exactly
this optimization. E2 and E3 exclude inaccessible studies, and E4 removes content
duplicates. Primary studies were considered for the next data analysis step when
they met all two inclusion and none of the exclusion criteria. The first author con-
ducted the inclusion step based on the title, abstract, and keywords. Out of 1446
primary studies, 145 (10.3%) were included. To ensure the reliability of this sub-
jective process, the second author independently performed the inclusion task on 75
(i.e., 5.2%) randomly selected studies. We calculate the inter-rater agreement using
Bennett’s S-Score [142], which is robust against uneven marginal distributions [141].
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The inter-rater agreement yields a value of 92%, which we deem sufficient to instill
confidence in this subjective task.

Data Extraction. The first author reviewed all 145 included primary studies
and extracted, for each human-subject experiment in each study, (1) the description
of the experimental task and (2) all dependent variables measured to evaluate the per-
formance of the task. The description of the experimental task constituted the source
of requirements-affected activities, and the dependent variables were the source of
their attributes. While reviewing the full text of the studies, 22 studies revealed to
not, in fact, meet all inclusion criteria other than the title, abstract, and keyword had
suggested. We excluded these 22 studies from further processing.

Additionally, we excluded extractions where the attribute description did not im-
ply a valuation. Because our goal was to identify attributes that quantify the perfor-
mance of their respective activity, eligible attributes must be valuating—i.e., values
of that attribute must imply a degree of performance. While attributes do not neces-
sarily have to be measured on an interval scale (i.e., it is not important to associate
an interval of the attribute, like a certain amount of minutes for the attribute dura-
tion, with a specific level of quality), it has to be at least on an ordinal scale—i.e.,
the sign of the interval is important (more minutes of duration is bad, less minutes
of duration is good). For example, if the dependent variable of an experiment in-
vestigating the activity of estimating effort is the estimated amount of hours [180],
then this data point(i.e., pair of activity and attribute) was excluded as a higher or
lower value of that attribute does not automatically make it good or bad due to the
lack of ground truth. If, instead, the dependent variable was precision, i.e., how close
the estimated amount of hours is to actual implementation time, then the data point
would be included as a higher value of precision (i.e., an estimation that is closer to
the actual time) is better. This process eliminated 12 descriptions of non-valuating
attributes. To assess the validity of this process, the third author independently re-
peated the task on a sample of 12 data points, which consisted of 6 random samples
from each of the two classes (valuation vs. no valuation), and we measured the inter-
rater agreement using Cohen’s Kappa [181] since the classes have an even marginal
distribution [141]. The first overlap achieved a Cohen’s Kappa of only 33.3%, which
emphasized the complexity of the task. The two authors reconvened, discussed the
differences, reformulated the exclusion criteria, and repeated the labeling. The sec-
ond overlap achieved a score of 83.3%, which represents a sufficient reliability of
the step.

The extraction produced 142 descriptions of experimental tasks and 355 descrip-
tions of dependent variables. Several experimental tasks were evaluated via multiple
dependent variables, which is why the 355 resulting data points contain repeated de-
scriptions of experimental tasks.

66



3.1.2 Interview Study
The second source of textual descriptions of requirements-affected activities and their
attributes that we consider were reports from industry practitioners about the usage
of requirements specifications in subsequent SE activities. To this end, we evaluated
the transcripts of a previously conducted interview study [170].

Interview Participants. The first author conducted the interview study in a
large, globally distributed software development organization that specifies require-
ments using both free-form and constrained natural language (use cases) prior to each
development cycle. A contact at the organization provided a sample of eight software
engineers directly responsible for processing requirements specifications and devel-
oping solution specifications based on them. These eight engineers represent the
majority of personnel in their role in the team that was involved in the study. The in-
terview participants had an average of 3.5 years of experience in their role, 7.5 years
with the organization, and 15.3 years as software engineers.

Interview. The original purpose of the interview was to identify which qual-
ity defects practitioners perceive in the requirements specifications that they pro-
cess [170]. Because the elicitation of quality defects entailed mentioning what kind
of subsequent activity is affected by this defect, the generated data served to identify
requirements-affected activities and their attributes. For example, stating that vague
requirements lead to a delay of the testing phase contains the requirements-affected
testing activity and its attribute duration. To guide the semi-structured interview, we
developed a protocol. The protocol contained, among demographic questions, one
prompt per type of requirements quality. The types of requirements quality were
derived from Montgomery et al. [6] and covered, among others, ambiguity, com-
pleteness, and traceability.

Data Extraction. All eight one-hour-long interviews were recorded, automat-
ically transcribed using a speech-to-text conversion tool,5, and verified by the first
author. Then, the first author extracted from the transcripts each mention of an activ-
ity affected by a requirements quality defect and how this effect was measured. The
extraction produced 55 descriptions of affected activities but no descriptions of how
this effect was measured on them.

3.1.3 Literature Study
The third source of textual descriptions of requirements-affected activities and their
attributes that we consider were descriptions of software process models. Software
process literature describes processes and products of the SE life cycle and, hence,
contains information about which activities are affected by requirements. Since soft-
ware process literature is fairly mature [182], we have access to reliable summaries
of process models.

Literature. We selected the book “Software Process Definition and Manage-

5https://www.descript.com/
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ment” byMünch et al. [183] as a reliable summary of software process literature. The
first author reviewed the descriptions of all seven lifecycle models, which cover the
waterfall model [184], iterative enhancement [3], prototyping, the spiral model [185],
the incremental commitment spiral model [186], Unified Process [187], and Clean-
room Development [188]. The first author extracted all textual mentions of require-
ments-affected activities and their attributes as prescribed by the lifecycle model.
This extraction produced 21 textual descriptions of activities and one explicit de-
scription of an attribute.

3.2 Data Analysis
Coding. The data collection phase over the three sources culminated in a table
containing 218 textual descriptions of requirements-affected activities and 356 tex-
tual descriptions of their attributes. In the absence of a prior theory or model of
requirements-affected activities, we resorted to an inductive coding process [61]. The
first and third authors jointly established the level of granularity of the codes that were
applied to the textual descriptions and documented this process in a guideline. The
first author then performed the coding process independently and, upon completion,
verified the assigned codes with the third author. For each pair of textual descriptions
of an activity and attribute, we coded four concepts:

1. Activity: the requirements-affected activity

2. Activity attribute: a property evaluating an activity

3. Artifact: an output artifact produced by the activity

4. Artifact attribute: a property evaluating an artifact

The distinction of artifacts from activities was necessary since some activities
were not evaluated directly but rather by the artifacts they produced. For example,
duration is an attribute of the implementing activity, but several studies additionally
evaluate that activity by measuring the coupling (artifact attribute) of the resulting
source code (artifact).

Consolidation. The inductive coding process produced 24 unique codes for ac-
tivities, 16 for activity attributes, 21 for artifacts, and 26 for artifact attributes. The
first and third authors then created an abstraction hierarchy of identified activities and
artifacts based on the guide to the software engineering body of knowledge [189]. For
example, both the planning and the estimating effort activities are sub-types of the
more abstract managing activity [189]. We decided to merge the activities interpret-
ing and understanding with comprehending as none of the data sources sufficiently
distinguished between them. Future studies differentiating them properly are neces-
sary.
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Once the hierarchy emerged, we associated each activity and artifact with the
respective attributes that our data sources reported to characterize them. Whenever
all activities or artifacts of a hierarchical group shared an attribute, we moved it to
the higher-level activity or artifact for conciseness. Additionally, we made educated
assumptions about the transferability of some attributes. For example, even though
our data did not contain an instance of duration being evaluated on every activity, it is
safe to assume that every activity can be characterized and evaluated by its duration.
This step introduces slight subjectivity but improves the applicability of the model.

3.3 Data Availability
To achieve the goals of usability and extensibility of the resulting model, we dis-
seminate it via GitHub.6 The repository contains a reference to all considered data
sources, guidelines and protocols for the data extraction, and a specification of the
current model of requirements-affected activities and their attributes. More impor-
tantly, it contains guidelines on how to contribute new or revise existing activities and
attributes. Using the version control system of GitHub7 we will foster a collaborative
evolution of the model.

4 Results
4.1 Requirements-affected Activities and their Attributes
Figure 2 visualizes the initial model of requirements-affected activities and their at-
tributes. The model is structured like a UML class diagram and makes use of the
inheritance relationship. An activity, represented as a UML class, that inherits from
another activity also exhibits its attributes. For brevity, artifacts are excluded from
the visualization. The replication package contains an extended model that includes
the artifacts. The root of the inheritance tree is the abstract activity processing, which
represents every executable activity. The model contains several activities that are
commonly considered in research as requirements-affected activities, like model-
ing, prioritizing, implementing, and testing. Another prominent spot is taken by
the merged activity comprehending, which dominates the distribution of activities
among both experimental literature and interview statements. This correlates to the
prominence of ambiguity among the attributes of requirements quality in empirical
research [6] and is supported by the fact that this activity precedes every other activ-
ity [2]. The model, furthermore, contains several less commonly investigated activ-
ities. For example, Murakami et al. investigate the activity of code review in which
subjects are provided with a requirements specification [190]. Consolidating larger

6Available at https://github.com/JulianFrattini/gere-r3a
7https://docs.github.com/en/get-started/using-git/about-git
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Figure 2: Model of requirements-affected activities and their attributes

sets of requirements to identify a semantically equivalent subset [191, 192] is another
rare example. The model also contains activities that did not appear in experimental
studies but were reported by interview participants or prescribed by software process
literature. The activity of prototyping is such an example that was both mentioned
during the interviews and as part of lifecycle models. Furthermore, the following ac-
tivities were all named by interview participants but not considered in the experimen-
tation literature: coordinating internal stakeholders based on a requirement, reusing
artifacts like source code based on a new requirement, and estimating feasibility of a
requirement. The attributes recorded in the model also show a varying distribution of
prevalence. The most commonly encountered attributes of an activity are duration,
correctness, and completeness. These represent both simple-to-measure and critical
properties of most activities. Additionally, we observed several attributes related to
the effect that the activity has on the executing agent, for example, how certain an
agent feels when executing the activity, how easy, enjoyable, motivating, and use-
ful they perceive it to be, and how learnable the activity was. Rarely mentioned
attributes include how robust an activity is against errors and how biased an activity
becomes given some controlled stimulation.

4.2 Implications
4.2.1 Implications for Research
The results contain multiple implications for requirements engineering and, specif-
ically, requirements quality research. Firstly, the distribution of activities and at-
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tributes among the three data sources hints at potential research gaps. For example,
the above mentioned activities of prototyping, coordinating, reusing, and estimating
have not appeared in the sample of primary studies. Secondly, the model provides
guidance for comprehensive measurements of the software development life cycle
with respect to the impact of requirements artifacts and processes. As determined by
Femmer et al., only a holistic view of all requirements-affected activities will reli-
ably determine the impact of any treatment in requirements artifacts or processes [2].
This affects all comparative studies in requirements engineering, i.e., all controlled
and quasi-experiments aiming to evaluate the impact of a quality defect or the ben-
efit of a new method. Only by measuring this impact on all requirements-affected
activities in terms of their attributes and summarizing the total benefit or drawback,
a holistic decision on the benefit or harm of any treatment can be made. While we
certainly do not suggest that any comparative study from here on out must neces-
sarily consider all 24 activities simultaneously, the model of requirements-affected
activities provides at least a framework that allows integrating the results of multiple
studies investigating the effect of the same treatment on different activities to one,
overall conclusion.

4.2.2 Implications for Practice
The resulting initial model of requirements-affected activities and their attributes may
serve practitioners as an overview of activities to measure when attempting to under-
stand the fitness for purpose of their requirements. The model emphasizes the diver-
sity of activities that may be affected by requirements but also the diversity of metrics
by which they can be evaluated. While attributes like completeness, correctness, and
duration are likely to be covered in key performance indicators of organizations, at-
tributes like usefulness, ease of use, and learnability may often be neglected. Further
practical use of the model for quantitative comparisons requires future work and will
be discussed in Section 5.

4.3 Limitations
This study exhibits the following limitations. Firstly, the data extraction phase was
only performed by one researcher. This introduces the possible risk that relevant
information from the bodies of text was missing from the textual descriptions that
were later coded. Secondly, the interview study was not performed with the research
questions stated in Section 1 in mind. Instead, the main theme of the interview study
was centered around the broader scope of requirements quality [170]. However, con-
firming previous studies that proposed that requirements quality inevitably depends
on requirements-affected activities [1, 2, 40], the responses of interview participants
naturally contained information that contributed to answering our research questions.
Hence, we deem the interview data as an eligible data source for this study. Thirdly,
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every step of the study where we depart from purely summarizing and reporting data
and instead interpret it introduces researchers’ bias. This is particularly evident in
the conscious merging of the understanding, interpreting, and comprehending activ-
ity but also in the assumption about the transferability of several activities’ attributes.
This step was necessary to elevate the model beyond a systematic summary toward
an evaluation framework as demanded in previous research roadmaps [1, 40]. We
documented all interpretative steps and disclosed them in our replication package to
allow other researchers to scrutinize these decisions. Finally, we address the threat
to external validity. Full generalizability was out of the scope of the goals of this
study, but we, nevertheless, briefly discuss all threats to external validity in order to
justify the research plan as presented in Section 5. One threat to the generalizability
stems from the sampling of the literature survey, which only considers a specific set
of SE-relevant venues and categorically excludes workshops. Additionally, the liter-
ature review is limited to experiments and excludes other methods like case studies.
Another threat stems from the sample of interview participants, which represent only
one team of only one company.

5 Research Plan
5.1 Model Extension
The limitations mentioned in Section 4.3 necessitate the extension of the model to
achieve goals 1 (applicability) and 2 (suitability) stated in Section 3. Both the appli-
cability and the suitability are inhibited by the potential incompleteness of the model.
Hence, we plan to repeat the early method presented in Section 3. Two immediately
planned extensions are (1) repeating the systematic literature survey on workshop
papers and (2) replicating the interview study in different companies and teams. Be-
cause of the extensive documentation of data collection methods for both empirical
data (i.e., interview transcripts) and meta-research (i.e., primary studies), as well as
the data analysis protocol, we anticipate that the model extension can be distributed
well within our network of researchers interested in requirements-affected activities.

5.2 Model Maintenance
Goals 3 (extensibility) and 4 (usability) stated in Section 3 are fulfilled by the design
of the chosen dissemination strategy. The authors of this study will maintain the
GitHub repository containing the current content and structure of the model.
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5.3 Model Validation
The most significant step of future work is to validate whether the model achieves
the four goals stated in Section 3.

Validating applicability. To test whether the model can represent all require-
ments-affected activities and attributes in any given SE context, we plan to conduct
multiple case studies in different company contexts. Once the model is deemed suf-
ficiently extensive, we trace requirements artifacts in each case company to every
instance of reuse. The process of tracing requirements artifacts to activities using
these artifacts as input shall happen both directly, i.e., by interviewing involved stake-
holders, but also indirectly, i.e., by observing which stakeholder accesses the artifact
and then following up on the purpose. The latter accounts for requirements-affected
activities that stakeholders are not actively aware of, i.e., in case they unconsciously
retrieve information to execute an activity without considering that this makes the
activity requirements-affected. We constitute that the model achieves goal 1 if we do
not encounter any requirements-affected activity that has no semantic equivalent in
the model.

Validating suitability. To test whether the model can be used to evaluate rel-
evant activities by means of their attributes, we plan to conduct an empirical study
involving all surveyed case companies. Given the already detected requirements-
affected activities, we evaluate these via the attributes associated with the activities
in our model to quantify their performance. We aim to produce two types of empiri-
cal investigations from this data. Firstly, we aim to survey the activities and generate
an overview of attribute values for all affected activities. This overview provides
an absolute comparison of the activities and answers questions like “Which activity
phase takes the longest time” or “Which development activity is perceived as the
least enjoyable?”. Secondly, we aim to conduct quasi-experiments at the case com-
panies investigating whether certain properties of requirements artifacts or properties
have an impact. For example, the subject of the experiments could be the comparison
between two types of template systems for requirements specification [193] or the
avoidance of specific linguistic structures like passive voice [170]. The subject of the
experiments will be aligned with current questions and endeavors of the case compa-
nies to optimize their requirements engineering artifacts or process in an evidence-
based manner. The results of the quasi-experiments will be measured in terms of
differences in attribute values of all affected activities. This overview will provide
companies with a summary of the effect that the proposed change has on all affected
activities. We constitute that the model achieves goal 2 if the results generated by
the surveys and quasi-experiments are accepted by the respective case companies.

Validating extensibility. To test whether the model can extended with new
activities or attributes, aim to involve additional researchers in the model extension
presented in Section 5.1. By distributing the task beyond the authors of this study,
we determine how easily other researchers can extend the model. We constitute that
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the model achieves goal 3 if external researchers extend the model successfully.
Validating usability. To test whether the model can be accessed and compre-

hended by software engineers, we plan to facilitate external replications of the vali-
dation of goals 1 and 2. This not only validates whether the model achieves goal 4
but also extends the empirical evidence about the impact of requirements on affected
activities in different company contexts. We constitute that the model achieves goal
4 if external researchers successfully replicate the empirical studies.

6 Conclusion
Requirements artifacts and processes fulfill a specific purpose in the software devel-
opment lifecycle, that is, to inform subsequent activities about the needs and con-
straints imposed by stakeholders on the system under development [2]. How fit re-
quirements artifacts and processes are to fulfill their purpose, i.e., how well they ben-
efit these requirements-affected activities, can be effectively determined when (1) all
affected activities are known and (2) the performance of these activities can be eval-
uated. The need for a systematic overview of (1) requirements-affected activities as
well as (2) the attributes which quantify their performance has been well recognized
in requirements quality literature [2, 170] and evoked the call for a comprehensive
model [1, 40].

We answer this call by proposing an initial model of requirements-affected ac-
tivities and their attributes systematically derived from three distinct data sources.
The model aims to support both researchers by guiding empirical studies concerning
the impact of requirements artifacts and processes but also practitioners by offer-
ing an overview of attributes that may serve as key performance indicators of their
requirements-affected activities. We envision that this model will be extended and
evolved by the requirements engineering community to provide an applicable and
suitable model for the task. We will actively maintain the presented resources to
enable and foster this community endeavor.
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Paper IV
Requirements Quality Research
Artifacts: Recovery, Analysis, and
Management Guideline

Abstract

Requirements quality research, which is dedicated to assessing and im-
proving the quality of requirements specifications, is dependent on re-
search artifacts like data sets (containing information about quality de-
fects) and implementations (automatically detecting and removing these
defects). However, recent research exposed that the majority of these re-
search artifacts have become unavailable or have never been disclosed,
which inhibits progress in the research domain. In this work, we aim to
improve the availability of research artifacts in requirements quality re-
search. To this end, we (1) extend an artifact recovery initiative, (2) em-
pirically evaluate the reasons for artifact unavailability using Bayesian
data analysis, and (3) compile a concise guideline for open science ar-
tifact disclosure. Our results include 10 recovered data sets and 7 re-
covered implementations, empirical support for artifact availability im-
proving over time and the positive effect of public hosting services, and
a pragmatic artifact management guideline open for community com-
ments. With this work, we hope to encourage and support adherence to
open science principles and improve the availability of research artifacts
for the requirements research quality community.

Keywords: Requirements Engineering, Artifact, Availability, Bayesian Data
Analysis, Guideline

1 Introduction
Requirements quality research is a sub-domain of requirements engineering research
specifically focused on assessing and improving the quality of requirements specifi-
cations [6]. Requirements quality research depends on research artifacts: annotated
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data sets are used as the ground truth about quality violations, and implementations
are deliverable artifacts (e.g., tools) that are often intended to be transferred into in-
dustry in order to support the management of requirements quality.

However, recent research exposed that the majority of research artifacts are not
available anymore or have never been [6, 41, 51]. This inhibits the progress of the re-
quirements quality research domain, as new contributions cannot reuse existing data
sets for benchmarking their approach or evolve existing implementations. Instead,
they have to resort to recreating already proposed solutions.

In this work, we aim to address the problem both retrospectively (i.e., recovering
unavailable artifacts of prior publications) and prospectively (i.e., offering guidance
for future publications). To this end, we make the following contributions:

1. Artifact recovery (C1): a two-phase recovery initiative of previously unavail-
able research artifacts, resulting in 10 recovered data sets and 7 recovered
implementations. This improves the availability of research artifacts in the
requirements quality research domain, recovering lost opportunities for the re-
production of empirical results or reuse of developed tools.

2. Evaluation (C2): an empirical evaluation of the reasons for artifact unavail-
ability using Bayesian data analysis. The results help to better understand the
potential barriers in disclosing artifacts and steer future open science initiatives
within the requirements quality research community.

3. Open Science Artifact Management Guideline (C3): a concise and pragmatic
guideline summarizing recommendations on how to collect, document, license,
archive, and share research artifacts. The guideline supports authors of sci-
entific work in disclosing research artifacts to maintain their availability and
increase their impact.

An initial version of the first contribution—the first of the two phases of the
artifact recovery initiative—has been published in the Natural Language Processing
for Requirements Engineering (NLP4RE) workshop1 [45]. In this paper, we extend
the artifact recovery initiative by a second phase (C1) and add twomore contributions
(C2 and C3) to deepen the insights from the gathered data and provide actionable
guidance for future publications. We reused minor parts of the original manuscript
in a verbatim manner, such as the presentation of related work or terminological
definitions.

The rest of this manuscript is structured as follows: Section 2 introduces the
background on both the requirements quality research domain and open science prin-
ciples. Section 3 describes the two-phase initiative to recover unavailable research
artifacts, and Section 4 empirically evaluates the gathered data to infer reasons for

1https://nlp4re.github.io/2023/

76

https://nlp4re.github.io/2023/


the unavailability of these artifacts. Finally, Section 5 presents a concise guideline
on artifact management, offering support in preserving artifact availability, before
concluding the paper in Section 6.

Data Availability Statement
All study material, including our data, code, and evaluation reports, are accessible
in our replication package, archived at https://doi.org/10.5281/zenodo.7
708570. The guideline presented in Section 5 is archived at https://doi.org/
10.5281/zenodo.8134402 and a collaborative version is accessible at https:
//bit.ly/OSAMG.

2 Background
2.1 Open Science in Software Engineering
A vital property of scientific work is reproducibility [44, 194], i.e., the ability to “du-
plicate the results of a prior study using the samematerial as were used by the original
investigator” [195], as it strengthens the robustness of scientific findings contributed
to a field of research [195–197]. One necessary precondition of reproducibility is
the availability of study materials, including study protocols to reproduce an inves-
tigation, data to re-evaluate statistical claims, or source code to recreate tools. To
emphasize this dependency, Minocher et al. introduced a four-stage model of re-
producibility [46] consisting of data recoveribility, data usability, analytical clarity,
and agreement of results. The model is sequential, i.e., analytical clarity of data is
meaningless if the data is not recoverable. Hence, all reproducibility hinges on the
availability or recoverability of research artifacts. Furthermore, the model applies to
all types of research. While the agreement of results is more straightforward to obtain
for studies involving quantitative data, studies dealing with qualitative data should at
least allow an external reviewer to review the analysis process and understand how
the authors arrived at their conclusions.

Open science is an initiative dedicated to ensuring public availability of research
artifacts [44]. Within open science, the facets of open access for publications, open
data for data sets, and open source for source code are most relevant to software engi-
neering [198], where each facet of open science entails different techniques and best
practices to disclose its respective type of research artifacts. Several governmental
research funding agencies, including ones of the European Union, made open access
to scientific results (including data, tools, etc.) mandatory.2

Open science entails its own set of challenges. Most notably, adherence to open
science principles requires additional effort in light of documenting and disseminat-

2https://research-and-innovation.ec.europa.eu/strategy/strategy-2020-2024/
our-digital-future/open-science/open-access_en
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ing research artifacts [199] and is sometimes even impossible, as sensitive data may
not be shareable [200]. However, because of the importance of replication and re-
production for a scientific field [201] and the contribution of open science toward
these properties [44], the software engineering research community has come to the
agreement that open science is not only worth but rather imperative to pursue [202].

Recent endeavors to incentivize scholars to follow open science principles in-
clude open science badges [202–204] and registered reports [205]. The introduction
of artifact evaluation tracks at premiere SE conferences like ESEC/FSE3 greatly ben-
efited the availability of research artifacts in SE research [202]. However, several
sub-domains of the SE research community are still in the process of adapting and
implementing open science principles [44], and the unavailability of artifacts remains
common in areas like requirements quality research [6, 51]. Prominent reasons for
the unavailability of artifacts include the sensitivity of data [202], corresponding au-
thors changing their affiliation and consequently losing access to their artifacts [199,
206], or authors not seeing any benefit in sharing their artifacts [207]. While some
reasons for the unavailability of artifacts (e.g., the sensitivity of company-owned
data) may well require significant effort to cope with or are unavoidable, other rea-
sons (e.g., loss of artifact, lack of diligence) can be circumvented easily by follow-
ing guidelines [44] and making use of modern tools, e.g., Zenodo, for artifact shar-
ing [208].

2.2 Requirements Quality Literature
Artifacts produced in requirements engineering (RE)—e.g., systematic requirements
specifications, use cases, or user stories—have a significant impact on downstream
software development activities [21], potentially causing project delay or even fail-
ure [209]. Consequently, requirements artifacts merit quality assurance [6]. The
requirements quality literature is dedicated to providing an understanding as well as
the support for measuring and improving the quality of requirements [6]. One pop-
ular approach to this is the proposal of quality factors [41]. Requirements quality
publications often propose one or more quality factors—e.g., the use of coordination
ambiguity leading to divergent interpretations [91] or the use of passive voice causing
the omission of information [34]—, provide a data set where instances of violations
against that quality factor are annotated, and finally present an implementation (i.e.,
an algorithm or full-fledged tool) to detect or remove these instances automatically.

These artifacts—both data sets and implementations—represent essential contri-
butions facilitating empirical research and technology transfer. While the (annotated)
data sets are the main drivers for developing new and improving existing implemen-
tations for quality factor detection, implementations are the research deliverables to
be deployed in industry for actual integration and improvement of the software engi-

3https://conf.researchr.org/series/fse
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neering process [202].
However, the degree to which artifacts are disclosed in the requirements quality

literature varies [6]. The majority of research artifacts are simply unavailable, i.e.,
authors present them in a publication but provide no access to them [51]. Propri-
etary artifacts, i.e., those turned into a commercial product, or private artifacts, i.e.,
those not disclosed due to sensitivity, constitute an excused exception to this group.
Among those artifacts that are actually disclosed, i.e., hosted in an accessible way and
referred to from the manuscript, several are broken since the URL pointing toward
the artifact does not resolve anymore. Other artifacts are only available upon request,
and their access depends on the author’s correspondence and upholding the promise
made in the article. Among those artifacts that are actually reachable (i.e., referred
to with a non-broken source link), implementations where the source code is hosted
openly and contains an open source license (i.e., open source) are most common. For
smaller data sets, it is also common that they are available in the paper themselves,
e.g., in the form of a table in the manuscript. In the best case, authors have properly
archived their artifact, which implies (1) an immutable URL, (2) permanent hosting,
and (3) unrestricted accessibility. Only very few services (e.g., Zenodo [208]) offer
this level of hosting.

Recent systematic studies revealed that a significant amount of the artifacts pre-
sented in the requirements quality literature are not available4 anymore or have never
been [6, 41, 51]. Table 1 reports the availability status of 57 data sets (D) and 36 im-
plementations (I) extracted from the 57 primary studies of a previously-published
literature review on requirements quality factors [41]. Most notably, the table visu-
alizes that a large portion of data sets (87.8%) and implementations (80.6%) are not
available anymore or never were (i.e., status broken or worse). A significant portion
of data sets (42.1%) are excused due to containing private or sensitive data, but for
the majority of implementations (77.8%), no valid excuse for their unavailability is
provided.

The visualization of the poor artifact availability [6, 41] shown in Table 1 re-
vealed that the requirements quality research domain suffers from a similar repro-
ducibility crisis as other fields of research had [202]. While SE research, in general,
has advanced over the last 10 years [199, 204], the requirements quality research
domain suffers from a limited adoption of open science principles [44]. The conse-
quently limited reproducibility of research in the field [46] undermines the robustness
of scientific findings [195–197] and the technology transfer of scientific results into
practice [210]. There is a clear gap regarding the state of open science in the require-
ments quality research domain.

4Where available means a status of Upon request (see Table 1) or better.
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Table 1: Availability status of requirements quality artifacts [41]

Status Explanation Datasets Implementations

Archived
The artifact is hosted in a service that satisfies the
following criteria: (1) immutable URL (cannot be
altered by the author or someone else), (2) per-
manent (the hosting organization has a mission to
maintain artifacts for the foreseeable future), and
(3) accessible (there is a DOI pointing to the real
data source URL)

1 1.7% 0 0%

Open Source [only for implementations] The source code is dis-
closed and contains an open-source license (the
artifact has a license which grants access and re-
use)

- 5 13.9%

Available in pa-
per

[only for data sets] The data set is contained in the
manuscript itself

5 8.8% -

Reachable The artifact is reachable now but missing some of
the archived or open source aspects

1 1.7% 1 2.9%

Upon request Authors claim the artifact is available upon request 0 0% 1 2.9%
Broken A link to the artifact is contained in the paper, but

it does not resolve
10 17.5% 1 2.9%

Unavailable
An artifact is presented, but no indication on how
to access it is provided

15 26.3% 27 77.8%

Private The authors state that an artifact exists but is pri-
vate for some reasons (such as industry collabora-
tion with private data, etc.)

24 42.1% 0 0%

Proprietary
The artifact is proprietary, and access is granted
upon payment

1 1.7% 1 2.9%

Total 57 36

3 Artifact Recovery
We aim to improve the availability of research artifacts by (a) requesting authors of
publications containing unavailable artifacts to recover their artifacts and (b) request-
ing authors of publications containing available but not archived artifacts to improve
their artifacts’ availability. To this end, we ask the following research question: to
what degree can research artifacts from the requirements quality research domain be
recovered by approaching their owners (RQ1)? In Section 3.1, we document the de-
sign of the artifact recovery initiative. In Section 3.2, we present the results of this
initiative. In Section 3.3, we discuss the threats to validity of these results.

3.1 Recovery Process
Section 3.1.1 describes the selection of primary studies fromwhich we recover the ar-
tifacts. We detail our approach of contacting corresponding authors in Section 3.1.2
and maintaining contact in Section 3.1.3. Section 3.1.4 explains the evaluation of the
collected data and Section 3.1.5 documents the involvement of the NLP4RE commu-
nity for the extension of the study. Figure 1 visualizes the two-phase process.

3.1.1 Study sample selection and preparation
Prior studies [6, 41] provided an existing selection of primary studies relevant to the
requirements quality literature. In particular, the subject of our recovery request is
the artifacts from a set of primary studies that we used to construct an ontology of
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Figure 1: Overview of the two-phase recovery process

requirements quality factors [6]. To develop this ontology, we collected manuscripts
reporting quality factors from an original set of publications reported in another sec-
ondary study [6]. Extracting data sets and implementations from such publications
revealed the unfortunate state of artifact availability in the first place. Reusing this
set of artifacts qualifies our sampling strategy as convenience sampling [211].

In the initial ontology-creation study [41], we extracted only the name of the
artifact, its availability, and—in case it was accessible—its source link. To enable
recovery requests for each unavailable resource, we additionally extracted the fol-
lowing information for each artifact:

• Corresponding author: each artifact was associated with a corresponding
author responsible for its availability.

• Mention: each artifact was associatedwith its verbatimmention in themanuscript.

Additionally, we corrected information about one data set and three implemen-
tations that persisted in the previous study.5 In three spreadsheets, we collected data
about

• (1) authors (n=35), specified by their name and email address,

• (2) data sets (n=57), and (3) implementations (n=36), specified by the publi-
cation which contains it, its verbatim mention, the corresponding author, and
its current availability.

3.1.2 Approaching the authors
We created a Python script that automatically assembles one email to each corre-
sponding author. This email contained the following elements:

5All corrections are documented in the replication package.
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1. Header: an explanation of our endeavor and a request to contribute to open
science (or alternatively explain why recovery is impossible).

2. Artifact list: a list of artifacts for which the corresponding author was respon-
sible

3. Instructions: brief instructions on how to properly disclose artifacts according
to open science principles as well as the offer to assist them in the process

4. Contact: a way to reach out to us

We developed the instructions based on our collective knowledge regarding
open science, relevant literature [212], and artifact evaluation guidelines of SE con-
ferences. These instructions are a condensed version of the management guideline
presented later (see Section 5) and are contained in our replication package. The
development of the instructions is described in more detail in Section 5.1.

In the initial phase of the recovery attempt, we approached the authors in a first
mail on the 30th of November 2022, followed by a reminder on the 13th of December,
and a final reminder on the 11th of January 2023. For authors who did not respond
to our request until the final reminder, we additionally contacted their co-authors to
increase the likelihood of response. We concluded the recovery process on the 8th of
February 2023, yielding a time frame of 70 days.

3.1.3 Correspondence
We kept close contact with the authors we approached by responding in a window of
24 hours within workdays. During this process, we clarified concerns and offered our
help. We processed and recorded the information contained in the authors’ answers
in a spreadsheet file. We tracked the response status to our request in an additional
column, denoting the request as either undeliverable, unanswered, answered, or com-
pleted. We labeled a recovery request as completed once the corresponding author,
for all their artifacts, either improved their availability or explained the inability to
recover or disclose them.

Furthermore, we documented the dates of the first email sent, the first response
received, and the completion of the request alongside the number of emails sent by
the author in addition to the updated availability status of the artifacts or, eventually,
the author’s explanation for not taking the recommended actions. Two authors coded
these explanations independently and came to an absolute agreement on the types of
reasons for non-recovery. When the corresponding author’s email address was no
longer used, we reached out via personal contacts or social networks like Twitter and
LinkedIn.
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3.1.4 Evaluation
To evaluate the artifact recovery process, we generated statistics of the following data
from the documentation in our tables.

1. Correspondence (i.e., author response time and frequency) to evaluate the ef-
fort of the recovery process.

2. Recovery request success (i.e., change in artifact availability) to evaluate the
success of the recovery process.

3. Reason for non-recovery (i.e., authors’ responses excusing the recovery) to
evaluate the reasons inhibiting adherence to open science principles.

We evaluated the data by generating descriptive statistics from our documenta-
tion.

3.1.5 Dissemination and Crowd-Sourcing
The results of the first phase of the recovery request showed initial success but also
room for improvement [45] (more details in Section 3.2). The first author of this ar-
ticle presented these results at the 6th Workshop on Natural Language Processing
for Requirements Engineering6 (NLP4RE) co-located with the 29th International
Working Conference on Requirement Engineering: Foundation for Software Qual-
ity7 (REFSQ). The visualization of the dire previous state of open science in the
research field, but also the initial success of the artifact recovery, inspired the work-
shop attendees to contribute to the recovery initiative. Three hypotheses about the
remaining room for improvement emerged:

1. Corresponding authors might not have responded to the recovery request be-
cause its sender was unknown to them, and they were unable to verify the
trustworthiness of the request.

2. Corresponding authors might be more likely to react to an alternative email
address than the corresponding email address printed in a published article.
For example, some workshop attendees were aware of email addresses of un-
responsive authors through which they could personally reach out.

3. Artifacts lost to corresponding authors might have been acquired by members
of the community at the time they were available.

These three hypotheses invited crowd-sourcing the recovery initiative, as the
more established members of the research community are likely to have a better con-
nection to the corresponding authors of unavailable artifacts (addressing hypotheses 1

6https://nlp4re.github.io/2023/
7https://2023.refsq.org/
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and 2), and they might have acquired resources and could still recover themwhen cor-
responding authors have already confirmed their status of unavailability (addressing
hypothesis 3). To this end, we compiled two lists: one containing unresponsive corre-
sponding authors and one containing artifacts that corresponding authors claimed to
be lost. The lists were distributed to seven attendees of the NLP4RE workshop who
expressed interest in contributing to the recovery initiative. All of those contributors
are experienced and established scholars in the research domain.

The contributors partook in the artifact recovery initiative by providing the au-
thors of this paper with additional information, establishing contacts, and recovering
artifacts. Once a new contact was established, the artifact recovery request was han-
dled as in the first phase of the initiative. Once a contributor retrieved an artifact,
the owner of the artifact was determined and approached to request permission for
archiving it via Zenodo.8

We initiated the second, crowd-sourced phase of the artifact recovery initiative
on the 2nd of June 2023, sent a reminder on the 19th of June 2023, and concluded all
requests on the 30th of June 2023. We evaluated the recorded data similar to the first
phase described in Section 3.1.4. Note that we merely used the above-mentioned
three hypotheses to design the second phase of the artifact recovery initiative and did
not empirically evaluate them since we prioritized the recovery of research artifacts
over investigating research community dynamics.

3.2 Results
3.2.1 Correspondence
Phase 1 Out of the 35 approached corresponding authors, 19 (54.3%) answered
the recovery request, and 13 (37.1%) completed it. We could not reach three (8.6%)
authors despite searching for a valid contact. The distribution of correspondence
status is visualized as the blue bars in Figure 2.

Phase 2 During the second phase, 5 additional corresponding authors were identi-
fied, as it became clear that 5 artifacts were actually owned by other, previously not
considered authors. Out of these 40 approached corresponding authors, 30 (75.0%)
answered the recovery request, and 21 (52.5%) completed it. 2 (5.0%) authors re-
mained unreachable and 8 (20.0%) requests remained unanswered. The distribution
of correspondence status is visualized as the orange bars in Figure 2.

It took, on average, 23.8 days for a corresponding author to reply to our request
and 29.25 additional days to complete the request. On average, a request was resolved
in an exchange of 3 emails with the corresponding author. The distributions of these
statistics are visualized in Figure 3 and Figure 4, respectively.

8https://zenodo.org/
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3.2.2 Artifact Recovery Success
Table 2 summarizes the total number of artifacts that were either recovered or where
their unavailability was confirmed by the corresponding authors of primary studies
over the two phases. An artifact counted as availability improved if its availability
at the end of the respective phase was higher than at the beginning of the study ac-
cording to Table 1. The availability of 10 data sets was improved through the two
recovery phases. Two of these 10 data sets were already available before but on a
lower level of Table 1, and eight data sets were newly recovered. This increases the
availability of data sets from 12.3% (7/57, 1 archived) to 26.3% ((7+8)/57=15/57, 8
archived). Similarly, the availability of 8 implementations was improved. Five of
these were not available before. Additionally, one previously available implementa-
tion became unavailable during the study (see the explanation for this below), such
that the availability of implementations improved from 19.4% (7/36, 0 archived) to
30.5% ((7+5-1)/36=11/36, 6 archived). Authors further confirmed the unavailability
of 30 (52.6%) data sets and 10 (27.7%) implementations and provided reasons for
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the inability to recover or disclose them.

Table 2: Total number of artifacts clarified after each of the two phases

Availability Phase 1 Phase 2
(D) (I) (D) (I)

Availability improved 7 (12.3%) 7 (19.4%) 10 (17.5%) 7 (19.4%)
Unavailability confirmed 21 (36.8%) 6 (16.7%) 30 (52.6%) 10 (27.7%)

Total 28 (49.1%) 13 (36.1%) 40 (70.1%) 17 (47.2%)

Figures 5 and 6 visualize the total success of the two-phase recovery initiative.
The heatmap considers all artifacts (data sets in Figure 5 and implementations in Fig-
ure 6) where the corresponding author completed the recovery request. The number
in a cell represents the number of artifacts for which the original availability (on the
y-axis) has been updated to the new availability (on the x-axis). The count of arti-
facts whose availability remained the same (e.g., because an author confirmed that
the artifact could not be made more available) is reported on the diagonal (shaded
gray). An improvement in the availability of an artifact contributes to cells to the
right of the diagonal, a deterioration of the availability to the left. Consequently, the
“Availability improved” count in Table 2 is the sum of all cell values to the right of
the diagonal, and the “Availability confirmed” count is the sum of all cell values on
the diagonal and to the left of the diagonal.
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For example, one implementation was previously available upon request [213].
Now that the authors archived the implementation following open science princi-
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ples,9 the entry moved three cells to the right (see the cyan arrow in Figure 6). On
the other hand, another implementation called RETA [214] was available at http:
//sites.google.com/site/retanlp/ during the first phase of the study [45].
While checking during the second phase, the URL did no longer resolve and the link
became broken. The entry, therefore, moved three cells to the left (see the red arrow
in Figure 6). The authors explained the loss of the artifact with their change of affili-
ation, which caused the website not to be maintained anymore. The implementation
could sadly not be recovered at the time.

The inability to recover or disclose artifacts was reported as follows: among
30 unrecoverable data sets, 19 were lost (i.e., the author could not find them any-
more or the contact of whom the author assumed had the data was unreachable), and
11 could not be disclosed due to sensitive contents. Among the 10 unrecoverable
implementations, 4 became proprietary, and 6 were lost.

The recovered artifacts (i.e., all artifacts that counted towards “Availability im-
proved” in Table 2), their new location, and the original publication presenting them
are listed in Table 3 (data sets) and Table 4 (implementations).

9Now publicly available at https://doi.org/10.5281/zenodo.7484023
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Table 3: List of and reference to recovered data sets

Artifact Link Ref

UIC EIRENE SRS https://doi.org/10.5281/zenodo.1414117 [215]
HWS Documentation https://doi.org/10.5281/zenodo.80815230 [216]
3 user story SRS (upon request) [132]
Real estate SRS https://doi.org/10.5281/zenodo.7499290 [34]
IMAGS II SRS https://doi.org/10.5281/zenodo.7619051 [145]
11 SRS https://doi.org/10.5281/zenodo.80143477 [217]
MadeByGraph SRS https://doi.org/10.5281/zenodo.7602827 [218]
Helpdesk Support https://doi.org/10.5281/zenodo.8183338 [219]

Table 4: List of and reference to recovered implementations

Artifact Link Ref

S-HTC https://doi.org/10.5281/zenodo.7584181 [215]
CAR https://doi.org/10.5281/zenodo.7584193 [220]
AQUSA https://doi.org/10.5281/zenodo.7573781 [132]
Bidirectional Chatbot
Cordula

https://git.uni-paderborn.de/jkers/sfb-b1-cor
dula-bidirectional

[221]

Desiree https://doi.org/10.5281/zenodo.7484023 [213]
ARBIUM https://doi.org/10.5281/zenodo.7528522 [222]
Ambiguity detector https://doi.org/10.5281/zenodo.1476902 [223]
Near-synonymy detector https://github.com/RELabUU/revv [224]

Answer to RQ1: Success of the Recovery Request

Approaching owners of unavailable artifacts with a request to recover them
showed significant success in the requirements quality research community.
Crowd-sourcing the request in the research community further benefited the
endeavor. The status of several unavailable research artifacts could be clari-
fied this way, either by explaining their unavailability with valid reasons or
by recovering the artifacts.

3.3 Threats to Validity
The answer to RQ1, as stated in Section 3.2, is subject to the following threats to
validity, grouped via the categories introduced by Wohlin et al. [47]. The main type
of threat affecting the validity of our claim is external validity. The generalizability
of the claim is inhibited by the sample of primary studies involved in the recovery
attempt. The sample originates from previous secondary studies [6, 41]. The rep-
resentativeness of our sample is inherently limited by their cutoff date, the 27th of
March 2020. However, the original secondary study [6] uses a rigorous sampling
strategy, which supports the reliability of the claim at least for the respective time
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frame.
Additionally, threats to internal validitymay affect the conclusions of the study.

Confounding factors could have affected the result. For example, we are unable to
explain the different reasons that caused the non-responsiveness of some authors.
Possible factors include negligence, distrust, or oversight. Given the setup of the
study, we could not control these factors.

4 Evaluation of Reasons for Artifact Unavailability
To infer deeper insight into the factors influencing artifact (un-)availability in our
sample, we analyzed the data from the two-phase recovery initiative. For our sam-
ple of research artifacts from the requirements quality research domain, we ask the
following research questions:

• RQ2: Which factors influence the availability of research artifacts?

• RQ3: Which factors influence the success of the recovery initiative?

Section 4.1 states our hypotheses and summarizes the available variables, and
Section 4.2 documents the analysis procedure. Section 4.3 contains the results and
Section 4.4 interprets them, before Section 4.5 discusses threats to validity of this
analysis.

4.1 Hypotheses and Variables
The collected data allows us to infer insights about four aspects of artifact availability.
Within our sample of observed artifacts, we investigate the factors that influence

1. the original availability of artifacts (orig), i.e., the inclination of authors to
disclose artifacts upon publication of their article (regardless of the longevity
of this artifact),

2. the persistence of disclosed artifacts (per), i.e., the longevity of an artifact,

3. the recoverability of an unavailable artifact (recov), i.e., the ability to make it
available again, and

4. the updated availability of all artifacts (avail), i.e., the accessibility of arti-
facts after the recovery initiative.

The original availability of artifacts is determined by whether a primary study
contains a link to the disclosed artifact. In this case, it does not matter whether that
link still resolves, as we assume that it at least resolved at the time of publication.
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The persistence is measured by whether a link to an artifact still resolves. The recov-
erability is measured by whether the recovery was successful or had to be excused by
the corresponding author. The updated availability is measured via the availability
status of the sampled artifacts after the recovery initiative.

The original availability and persistence of research artifacts represent the main
variables of interest that motivated the recovery initiative in the first place. Investi-
gating hypotheses involving these two variables contributes insights into the adher-
ence to open science principles and the artifact availability in requirements quality
research. The recoverability and updated availability of research artifacts represent
variables describing the outcome of the recovery initiative itself. Investigating hy-
potheses involving these two variables contributes insights about executing artifact
recovery initiatives and helps decide whether the effort to implement such an initia-
tive is worthwhile.

Given the collected data, the impact of the following independent variables on
the presented dependent variables can be investigated:

1. Recency (rec): Relative age of the publication presenting the artifact

2. Type (type): Whether the artifact is a data set or implementation

3. Hosting (host): Whether an artifact was hosted using a public (e.g., Zenodo,
Github, Sourceforge) or private (e.g., institutional or personal websites) service

The category public of the independent variable hosting could further differ-
entiate archival, i.e., whether the public host is committed to a long-term retention
policy, similar to what Winter et al. [199] investigated. Due to the lack of data points,
we were unable to consider this differentiation.

Further independent variables could causally impact the dependent variables,
like the artifact policy of venues at the time of publication or a corresponding au-
thor’s previous knowledge of open science principles and practices. We did not col-
lect additional data beyond the documentation of the artifact recovery initiative and
confined our inference to the available variables. This limits our causal inference—
which we further discuss in the threats to validity in Section 4.5—but still allows
limited reasoning within an explicitly delineated space of variables.

The variables and their data types are summarized in Table 5. For the three of
the total four dependent variables original availability (orig), recoverability (recov),
and updated availability (avail), we investigate the impact of the two independent
variables recency (rec) and type (type). Consequently, we formulate the follow-
ing six hypotheses: “The {recency of a publication, type of an artifact} has no ef-
fect on the {original availability, recoverability, updated availability} of an artifact”
(hind∈{rec,type}

dep∈{orig,recov,avail}). For the fourth dependent variable persistence (per), we in-
vestigate the impact of the independent variables recency (rec) and hosting (host) in
the scope of the following hypothesis: “The {recency of a publication, hosting of an
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artifact} has no effect on the persistence of the artifact” (hind∈{rec,host}
per ). This results

in eight hypotheses to be tested in this evaluation. We index hypotheses based on the
combination of independent and dependent variables under investigation, e.g., hrec

orig:
“The recency of a publication has no effect on the original availability of an artifact.”
For conciseness, we keep the rest of the hypotheses in their modular format. They
are spelled out in the respective analysis files contained in our replication package.

Table 5: Independent (ind) and dependent (dep) variables for empirical analysis

Variable Name Type Description Range

Recency rec ind Relative age of an artifact [0, 1]
Type type ind Type of the artifact {dataset, imple-

mentation}
Hosting host ind Type of artifact hosting {private, pub-

lic}
Original Avail-
ability

orig dep The availability of an artifact before the
recovery initiative

{available, un-
available}

Persistence per dep Whether a once disclosed artifact was
available before the recovery initiative

{persistent,
non-persistent}

Recoverability recov dep Whether the availability of an artifact
could be improved

{recoverable,
unrecoverable}

Updated Avail-
ability

avail dep The availability of an artifact after the re-
covery initiative

{available, un-
available}

4.2 Bayesian Data Analysis
We conducted a Bayesian data analysis (BDA) according to Pearl’s framework for
causal inference [225]. Furia et al. have popularized the use of BDA in software en-
gineering for causal inference since it outperforms common frequentist approaches
in terms of reliability and level of detail of the inference. Most importantly, BDA
models unknown parameters as probability distributions instead of fixed values, al-
lowing for more sophisticated insights than point-wise comparisons of frequentist
statistical methods [48]. For brevity, we only report the most important elements
of the analysis in this manuscript. We refer the reader interested in a gentler intro-
duction to the topic to appropriate literature on frameworks for causal inference [54,
225], textbooks on BDA [62], exemplary applications of BDA in SE research [48,
226], and our replication package mentioned in the introduction.

We implemented the BDA according to an established Bayesian workflow in
three major steps [54]: modeling, identification, and estimation. In the first model-
ing step, we formalized our causal assumptions as a directed, acyclic graph (DAG)
as visualized in Figure 7. In the DAG, nodes represent the variables of interest, and
directed edges represent assumed causal relationships between these nodes. Based
on the DAG, variables to include and exclude can be determined via selection crite-
ria [62] in the identification phase. Because our DAG does not involve any variables
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Figure 7: Directed, acyclic graph of causal assumptions between independent (grey) and dependent (red)
variables

that influence both the independent and the dependent variables, all variables are
eligible to be included in the next phase.

In the final estimation phase, we trainedBayesianmodels following the Bayesian
workflow by Gelman et al. [227] and using the R library brms [228]. Each depen-
dent variable was modeled in relationship to its independent variables, which allows
to quantify the impact of each independent variable on the dependent variable after
training.

We selected an appropriate likelihood distribution for each dependent variable
according to the maximum entropy criterion [229]. Since all dependent variables
are categorical with two categories, a single-trial Binomial or Bernoulli distribution
is appropriate [62]. We opt for the latter due to simplicity. Next, we selected un-
informative priors, i.e., parameter distributions that represent prior beliefs but are
unspecific enough for the model to update these beliefs according to the data [227].
We confirmed the appropriateness of these priors through graphical prior predictive
checks [230].

We then trained all models on the collected data and assessed the appropriate-
ness of the trained models both through graphical posterior predictive checks [227]
and assessment of the chain mixing property R̂ < 1.01 [231]. Then, we evaluated
our models by plotting the conditional effects of the independent variables. The
conditional effects represent the impact of the independent variables on a dependent
variable as well as their interaction as learned by the model via Bayesian inference.
It, therefore, quantifies the strength and direction of the relationship between inde-
pendent and dependent variables.

Since these conditional effects only visualize the uncertainty of a single variable,
we additionally evaluate the model by sampling from the full posterior distribution
of the learned model parameters [227]. For each dependent variable, we compare
the samples from the posterior when fixing each independent variable at the extreme
values of its spectrum (0 and 1 in the case of recency, and both categorical values in
the case of type and hosting). By drawing 60.000 random samples from the posterior
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distribution once for each of the two extreme values, the model allows to quantify
the impact of each independent variable in terms of percentages.

For more in-depth explanations of Bayesian data analysis, we refer the inter-
ested reader to established literature [48, 62, 225, 227] and our replication package
containing detailed documentation of the analysis.

4.3 Results
The following sections contain the evaluation of the hypotheses (horig in Section 4.3.1,
hper in Section 4.3.2, hrecov in Section 4.3.3, and havail in Section 4.3.4). For brevity,
we removed figures not contributing significantly to the results. All visualizations
and evaluations are, however, available in our replication package.

4.3.1 Factors influencing original Availability
Figure 8 visualizes the distribution of the original availability of data sets and im-
plementations over the time span of the articles. The value recency = 0 repre-
sents the oldest data set (1998, a requirements specification presented by Romano et
al. [232]) and implementation (1997, the ARM tool by Wilson et al. [134]) respec-
tively, recency = 1 represents the most recent data set (2019, several requirements
specifications by Wang et al. [233]) and implementation (2019, the PASER tool by
Wang et al. [233]). An artifact was considered available when its availability status
code (see Table 1) was broken or better, as we assume that now-broken links worked
upon the initial publication of the primary study.
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Figure 8: Visualization of original availability

Figure 9 visualizes the conditional effect of both recency and the artifact type
on the original availability of artifacts as picked up by the trained model. The plot
shows that data sets are, in general, more likely to be available upon publication of a
primary study and corroborates the impression that the original availability improved
over recent years, i.e., authors were more inclined to disclose their artifacts upon
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Figure 9: Conditional effect between recency and artifact type on original availability

publication.
These inferences are further strengthened by the random samples from the pos-

terior distribution: while data sets are—on average and taking into account all uncer-
tainty of the Bayesian model—made available in around 29%, implementations are
only available in 23% of the time. The original availability of artifacts, in general,
is 24.6% for the oldest and 29.2% for the most recent publications, representing an
average increase of original availability of around 5%.

4.3.2 Factors influencing Artifact Persistence
The raw data already shows that all cases of artifacts not persisting occurred using
private hosting services: all three non-persistent artifacts were hosted on private ser-
vices. The sample of persistent artifacts is both privately and publicly hosted. All
of the five artifacts hosted on public services had persisted. The conditional effect
in Figure 10 shows a strongly positive influence of public hosting services on the
probability of artifact persistence, i.e., publicly hosted artifacts are much more likely
to persist than privately hosted artifacts. According to the sampling from the poste-
rior, privately hosted artifacts persist on average in 59% of all cases, while publicly
hosted artifacts persist in 76%. Additionally, recency has a positive influence on
persistence when using a public hosting service, while the impact is negligible for
private hosting.

Answer to RQ2: Factors influencing Artifact Availability

In the requirements quality research domain, more recent research articles are
more likely to disclose research artifacts, and data sets are more likely to be
disclosed than implementations. The use of a public hosting service has a
positive impact on the persistence of these artifacts.
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Figure 10: Conditional effect between recency and hosting type on artifact persistence

4.3.3 Factors influencing Artifact Recoverability
Figure 11 visualizes the distribution of recovered and non-recovered artifacts. The
figure shows that the majority of artifacts addressed by their respective correspond-
ing author during the artifact recovery initiative remained unrecoverable. The condi-
tional effects in Figure 12 show that implementations were, in general, more likely
to be recovered. According to the posterior samples, implementations have a prob-
ability of recovery of 38% while data sets only 23%. Recency shows no significant
influence on the recoverability of implementations but a negative influence on the
recoverability of data sets. This means that more recent data sets were less likely to
be recovered.

0.0

2.5

5.0

7.5

0.2 0.4 0.6 0.8 1.0
Relative artifact recency

N
um

be
r 

of
 d

at
a 

se
ts

recovered FALSE TRUE

(a) Distribution of data set recoverability

0

1

2

3

0.00 0.25 0.50 0.75 1.00
Relative artifact recency

N
um

be
r 

of
 im

pl
em

en
ta

tio
ns

recovered FALSE TRUE

(b) Distribution of implementation recoverability

Figure 11: Visualization of Recoverability
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Figure 12: Conditional effect of recency and artifact type on recoverability

4.3.4 Factors influencing overall Availability
Figure 13 visualizes the distribution of the updated availability of artifacts in the sam-
ple, i.e., the overall availability after the artifact recovery initiative. The data shows
and the conditional effects in Figure 14 confirm that recency has a positive impact
on overall artifact availability, i.e., more recent artifacts are more likely to be avail-
able. According to the sampling from the posterior, the least recent artifacts are only
available with a probability of 21% while the most recent with 33%. In our sample,
the model perceived the difference in updated availability between implementations
and data sets as negligible.
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Figure 13: Visualization of updated availability
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Figure 14: Conditional effect of recency and artifact type on overall availability

Answer to RQ3: Factors influencing Artifact Recovery

In the requirements quality research domain, implementations were more
likely to be recovered than data sets. The recoverability of data sets decreased
the more recent the publication in which they are contained was. After the two
phases of the recovery initiative, data sets were equally likely to be available,
and more recent artifacts were, overall, more likely to be available.

4.4 Interpretation
The data analysis on our sample of 94 artifacts allows the following inferences: the re-
cency of artifacts benefits the original (hrec

orig) and updated availability (hrec
avail) while

showing a negative effect on artifact recoverability (hrec
recov) for data sets. A follow-up

hypothesis is that this is due to the increased use of sensitive, company-owned data
in recent publications, which does not allow the recovery of unavailable artifacts.

Data sets are overall more likely to be disclosed upon publication of a study
(htype

orig ) but less likely to be recovered (htype
recov) if they were unavailable. This raises

the following concern: implementations produced by the authors of a study are likely
owned by these authors, in contrast to the (potentially private, company-owned) data
to evaluate an implementation. The lack of available implementations despite a high
likelihood of them being owned by the corresponding authors constitutes a clear op-
portunity for improvement in requirements quality research.

Finally, the use of a public hosting service strongly benefits the persistence of
artifacts (hhost

per ), which provides support for the advocacy of preferring dedicated
artifact hosting services over institutional or private services. As mentioned in Sec-
tion 4.1, we cannot make a statement about the impact of long-term retention poli-
cies of public hosting services. However, recent research from Winter et al. [199]
suggests that hosts committed to a long-term retention policy further improve the
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artifact availability.
The data evaluation shows that—despite the moderate success of the artifact re-

covery initiative—artifact availability remains improvable in the requirements qual-
ity research domain. Specifically, the strong positive effect of public hosting services
on artifact persistence motivates greater effort in promoting adherence to open sci-
ence principles and the adoption of open science tools. We address this need with
our artifact management guideline in Section 5.

4.5 Threats to Validity
The main threat to the validity of our empirical evaluation classifies as a threat to
internal validity according to the guideline by Wohlin et al. [47], i.e., the causal link
between independent and dependent variables. We selected the independent vari-
ables for the empirical evaluation based on their availability as a result of the recov-
ery initiative. Consequently, the dependent variables may be influenced by other
independent variables that were not considered in the evaluation, for example, an
individual researcher’s knowledge of open science principles. We address this threat
by adhering to the modeling step of our analysis framework [54, 225], which makes
our causal assumptions and, therefore, the considered variables explicit. The DAG
allows scrutinizing and extending our causal assumptions by including additional
variables in future research [48].

5 Open Science Artifact Management Guideline
The lack of adherence to open science principles in the requirements quality research
domain—especially despite the evident benefit of open science platforms like Zen-
odo [199]—constitutes room for proactive improvement. Especially the unavailabil-
ity of software artifacts, which are mostly produced and owned by authors of a pub-
lication, is unfortunate in requirements quality research and undermines a core deliv-
erable of this research area [202].

Since open science first reached the SE community roughly 10 years ago (2011/
2013) [202, 204], the understanding and use of open science principles have evolved
and grown. This expansion necessitates a consolidation and communication of rec-
ommended practices in a simple, concise, and easy-to-read way. For this, we have
created the Artifact Management Guideline [234] presented in this section. Sec-
tion 5.1 explains how the guideline was derived and Section 5.2 its format. Sec-
tion 5.3 summarizes the guideline [234] and Section 5.4 outlines its long-term vision.
The guideline is archived at https://doi.org/10.5281/zenodo.8134403, and
a collaborative version is accessible at https://docs.google.com/document/d
/1gIg3g-_zxCeiw2IJkBGbiGI9-3HeQU5FR63yAv3PhiM.
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5.1 Method
To derive this guideline, the authors combined their collective knowledge regarding
open science [44, 45] with a review of recent guidelines for artifact evaluation tracks
(AET) at premiere SE research conferences as well as further material regarding open
science in software engineering. Most software engineering conferences have an
AET [204], organizations such as ACM10 and IEEE11 have official open access poli-
cies, secondary-articles are being published regarding artifact availability [45, 199],
meta-articles are being published with detailed descriptions and instructions on open
science [44, 235], and new ideas about open science, artifacts, and reuse have begun
to arise [236].

Using the work of Hermann et al. [204] as a starting point, we reviewed the
AET guidelines of the International Conference on Software Engineering (ICSE), the
International Conference on Requirements Engineering (RE), and the Joint European
Software Engineering Conference and Symposium on the Foundations of Software
Engineering (ESEC/FSE). We utilized the last two years (2021/2022) of both their
AET guidelines and their open science policy where available. The work of Mendez
et al. [44, 235] and Hermann et al. [204] guided the conceptualization and framing
of some of the sections.

5.2 Chosen Format
The purpose of this guideline is to deliver information in a simple, concise, compre-
hensible, and collaborative manner while following a collegial tone directed at the
reader. In that sense, we opted for a more pragmatic way and writing style for the
guideline and, in consequence, for subsequent sections of this manuscript. We have
chosen to create the guideline using GoogleDocs12 and archive major increments via
Zenodo (see [234]). The document is set to receive comments, of which its main-
tainers will be notified and respond to within the document to foster interaction and
collaboration.

5.3 The Guideline
The objective of the guideline is to advise scientists on how to collect, document,
license, archive, and share artifacts. “Artifacts” includes—but is not limited to—
scientific protocols, raw and derived data (text, CSV, etc.), scripts, figures, tables,
and software. The greater mission is to improve scientific rigor, encourage scientific
collaboration, and increase the rate of scientific progression.

This guideline provides pragmatic support for the following five aspects of ar-

10https://www.acm.org/publications/openaccess
11https://open.ieee.org/about/
12https://www.google.com/intl/en/docs/about/
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Table 6: Guideline Overview

Section Aspect Content

Section 5.3.1 Collect Gathering all data relevant to the scientific work,
including:

• Open data Raw and derived data, scientific protocols, tables,
and extended findings

• Open material Software tools, data collection, transformation,
and analysis scripts

• Open access Permanent, accessible, and unique identification
of the manuscript and data

Section 5.3.2 Document Creating a complete and coherent description of
the artifact that allows installing, using, and evolv-
ing it

Section 5.3.3 License Specifying the conditions under which the artifact
and its constituents can be used

Section 5.3.4 Archive Hosting the artifact in a permanent and accessible
way with a unique identifier (DOI)

Section 5.3.5 Share Disseminating the artifact to invite the scientific
community to use and evolve it, therefore con-
tributing value to the community

tifact management: collecting, documenting, licensing, archiving, and sharing. Ta-
ble 6 summarizes the content of this guideline.

5.3.1 Collect
Scientific work is inherently exploratory and iterative, the result of which consists of
drafted, incomplete, and often misplaced artifacts. This necessitates finding, improv-
ing, and reviewing the artifacts associated with a scientific article. The subject of this
phase is the artifacts associated with open data, open material (inc. open source), and
open access. The collected artifacts should be placed in one folder and organized in
a logical manner, such as methodological phases.

Open data Open data covers all data that contributed to the scientific claims made
in an article, as future researchers need the exact data used in your scientific work
to replicate, verify, and improve on scientific work. This includes raw data, derived
data, scientific protocols, but also figures, tables, and extended findings.

Raw data is used to generate or support claims in scientific work. This data
tends to be untouched by the analysis, sometimes even before cleaning (since data
cleaning may have introduced bias). Derived data is created as a result of scientific
analysis (automatically or manually), like models trained through machine learning
algorithms and data created as a result of qualitative methods, such as coding tables,
schemata, etc. Scientific Protocols pertaining to the planning, execution, and ad-
justment of scientific work. This includes logs of decisions taken by participating
scientists, protocols given to study participants, rationale for change requests, discus-
sion notes, etc. Figures and tables used to visualize results in the manuscript are as
relevant to include as the code to generate them. Furthermore, extended findings that
did not fit into the manuscript fall into this category.
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Openmaterial Openmaterial (including open source) covers all material that con-
tributed to the scientific claims made in an article. Future researchers need these
algorithms to replicate, verify, and improve on published work. This includes the
following data collection scripts, data transformation scripts, analysis scripts, and
software tools. Data collection scripts are scripts used to collect research data, e.g.,
a custom web scraper, a script to iteratively access an API, or an HTML-to-SQL
data-writing script. Data transformation scripts are scripts used to transform data in
unique ways, e.g., static analysis, machine learning, image recognition, or generative
AI. Analysis scripts are scripts used to analyze the final output data and potentially
produce the published results. This includes scripts that generate figures or tables.
Software tools are used in the research, e.g., a custom survey tool, a new IDE, a Jira
or GitLab plugin, etc.

Open access Finally, open access ensures that future users can find and access the
associated article by including a permanent DOI link to an open-access article in the
README, as well as the permanent DOI to the published version of the artifact.
Section 5.3.2 contains details on how to document and Section 5.3.3 on open access
licensing.

5.3.2 Document
Artifacts need to be documented such that they are approachable to someone unfamil-
iar with the employed workflow, development style, and organizational mindset. At
a minimum, this requires a README.md file in the top-level artifact folder containing
the following sections:

• Summary of artifacts: a concise description of the motivation and purpose of
the artifact.

• Author and article details: a list of involved authors, including contact in-
formation such as emails and how to cite the work. This information may be
subject to change as the proper citation string or the DOI of the article may
not be known while preparing the artifact for submission. Provide as much
information as possible at the current point in time and update the README.md
once the information becomes available.

• Description of artifacts: an explanation of the folders and files, including
what was not included (and why).

• Licenses: the chosen licenses for the artifacts (see Section 5.3.3 for more de-
tails).

If using the artifact requires more than opening PDFs, CSVs, etc., then an
INSTALL.md file (also located in the top-level artifact folder) becomes necessary. It
should include the following sections:
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• System requirements: a generalization of the environment and programs nec-
essary to execute any software or scripts.

• Installation instructions: an instruction on how to execute the software or
scripts in question. If possible, a virtualized setup (e.g., via Docker or a virtual
environment) shall be provided.

• Steps to reproduce: commands on how to reproduce the data, figures, tables,
or results presented in the article. If the artifact is simple enough to not ne-
cessitate an INSTALL.md file, this section can be moved to the README.md
file.

Additional visualizations of the artifacts, e.g., a UML diagram of a software
system, aid their accessibility and understandability [237–239].

5.3.3 License
An essential part of sharing artifacts is an explicit statement about their (re)use as
determined by licenses. Open data requires a license attached to explicitly describe
how third parties can use the data. The Creative Commons (CC) licenses13 are often
employed licenses for open data and offer a variety of regulations determining what
third parties are allowed to do with the data.

The license applied to open material takes on the form of an open-source li-
cense, which applies specifically to source code. Several online resources assist the
selection of an open source license.14

The copyright license applied to an article itself is already decided through the
copyright agreement with the publisher (IEEE, ACM, Elsevier, etc.). Understanding
an author’s rights over their work, particularly across the different versions of your ar-
ticle (“author-submitted article”, “accepted article”, “final published version”, etc.),
is essential in ensuring open access to research articles. Tools like Sherpa ROMEO
(now just “Sherpa”),15 assist in checking compliance with publisher copyright mod-
els.

Once appropriate licenses are determined for all artifacts of an article—including
the identification of licenses of not self-owned by reused, external artifacts—a sec-
tion in the README.md document should state and explain the chosen licenses as dis-
cussed in Section 5.3.2. An additional and encouraged norm is to obtain the licenses
as text files and place them in the artifact folder.

5.3.4 Archive
A critical step to artifact availability is to upload it to a publicly available archival
website. A hosting website should be selected when it meets all of the following

13https://creativecommons.org/about/cclicenses/
14E.g. https://choosealicense.com and https://opensource.org/licenses
15https://beta.sherpa.ac.uk/
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three criteria:

1. Hosted online for public access: Artifacts are hosted online for anyone to
access via the internet. Additionally, there is no need for registration to access
the artifacts.16

2. Dedicated DOIs and immutable data: DOIs are automatically created for
artifacts, and both the DOIs and data they point to are immutable. Artifacts
can be updated, but each version must be maintained with its own DOI.

3. Long-term maintainability: The organization hosting the URL has commit-
ted to a long-term retention policy, i.e., it plans to maintain the artifact for the
foreseeable future. For example, Zenodo states in its policies that “Items will
be retained for the lifetime of the repository” [240] which covers “the next 20
years at least” [240].

In principle, any organization that fulfills the above requirements can be used
for archiving artifacts. In reality, there are currently only a few known organizations
that satisfy these requirements: ArXiv for articles, and Zenodo and FigShare17 for
all types of artifacts.

The following notable services do usually not satisfy the above requirements de-
spite their recurring use. Institutional websites,18 employee web pages and research
group websites usually do not satisfy criterion 2 and 3, since institutions update their
websites over time and do not maintain access to resources and URLs as supported by
previous research byWinter et al. [199]. Employee web pages are taken offline when
the employee leaves. Similar problems exist for research group websites. Cloud stor-
age providers, such as Dropbox, Google Drive, OneDrive, and iCloud, are solutions
for backing up and/or syncing data, not archiving data. For example, individuals can
change the data and URLs at any time. GitHub, GitLab, and other Social Git/Code
Platforms offer features for social product development, which conflict with the re-
quirements for open science artifact archival. For example, they allow repositories
to be deleted or renamed.

Nevertheless, platforms like GitHub are important for open-source software, as
they offer a suite of features designed to foster an open and collaborative environment.
Some of these features, however, are in direct conflict with open science principles.
For example, GitHub allows deleting a repository. However, already published ar-
ticles are difficult to update, such that links to research artifacts may no longer be

16“Free registration” is not acceptable, as it is an additional barrier to obtaining the artifacts, and
“free” often involves hidden clauses.

17Note that FigShare is a “for profit” commercial organization, which may affect long-term main-
tainability.

18Institutional websites can conform to the three open science requirements for archival as described
above, in which case they would qualify for archival. However, this is usually not the case.
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resolved. This undermines the recoverability of the artifact [46]. The conflict can be
avoided by utilizing both services jointly, i.e., one archival service for artifact per-
sistence and one Git-based version control service for collaboration. Step-by-step
guides to automatically archive GitHub project releases to Zenodo19 and FigShare20
enable this synergy.

5.3.5 Share
Science entails dissemination as much as knowledge-building. Science without com-
munication is as empty as science without findings, and neglecting the dissemina-
tion of research artifacts reduces their potential impact. Sharing research artifacts
is, hence, an integral part of managing them. Social media platforms like Twitter
lowered the barrier of dissemination significantly. Announcing research articles by
summarizing themotivation, approach, findings, and artifacts in a few sentences each
is a valid first step to garner interest and invite interaction.

5.4 Long-Term Vision
Our vision is to maintain the online GoogleDoc version of this guideline as our com-
munity’s understanding of open science evolves, and the desires of our research com-
munity for open science standards grow. This vision requires the collective knowl-
edge and effort of our community. Just as science is conducted, we hope to have
this guideline discussed, reviewed, challenged, and updated. For this reason, the
GoogleDoc version has:

• Open access for all to share, read, and comment (via the GoogleDocs comment
feature)

• Document notifications enabled for the primary maintainers (for quick activ-
ity reaction)

• Document history and version numbers for transparent and traceable evolu-
tion

In addition, we archive significant increments via Zenodo for persistence.

5.5 Projected Use
We believe that the guidelines presented in this section contribute to the availability,
persistence, and usability of research artifacts in software engineering. The guide-
lines support the authors of scientific work in preparing, disclosing, and sharing the

19https://guides.github.com/activities/citable-code/
20https://help.figshare.com/article/how-to-connect-figshare-with-your-git

hub-account
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artifacts connected to their research. The checklist format in the guidelines [234]
makes the content suitable also to junior researchers.

We further invite organizers of scientific events like conferences and workshops
to disseminate the guidelines among the authors so that they can receive more sys-
tematic guidance when sharing their artifacts. Instead of migrating artifact evaluation
guidelines from one event website to the next, as they are typically used for only one
instance of an event, our guidelines constitute a central and maintainable artifact that
can be referred to from any website. This shall ensure that any progress of the com-
munity regarding artifact availability is recorded centrally.

6 Conclusion and Future Work
The availability of research artifacts is a vital precondition for the reproducibility
of scientific work [46], on which the reliability and robustness of scientific results
hinges [195, 196]. In this work, we contribute both to the availability of research ar-
tifacts of previous publications in the area of requirements quality research through
a two-phase, crowd-sourced recovery initiative resulting in 10 recovered data sets
and 7 recovered implementations and to the availability of research artifacts of fu-
ture publications through the compilation of a concise, pragmatic artifact manage-
ment guideline. Additionally, we derive insights into the reasons for unavailability
based on our sample of 57 primary studies from the requirements quality literature,
including empirical evidence for artifact availability improving over time and public
hosting services positively influencing artifact persistence.

Improving the availability of research artifacts through adherence to open sci-
ence principles is a continuous effort we aim to contribute to with this study. We
hope the insights derived from our data analysis and the resources provided in our
replication package, including the recovery request generation script and artifact man-
agement guideline, allow the reproduction of this study in other fields of research to
extend the scope of this study and shape a more accessible landscape of research
artifacts for future researchers.
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Paper V
A Second Look at the Impact of
Passive Voice Requirements on
Domain Modeling: Bayesian
Reanalysis of an Experiment

Abstract

The quality of requirements specifications may impact subsequent, de-
pendent software engineering (SE) activities. However, empirical ev-
idence of this impact remains scarce and too often superficial as stud-
ies abstract from the phenomena under investigation too much. Two of
these abstractions are caused by the lack of frameworks for causal in-
ference and frequentist methods which reduce complex data to binary
results. In this study, we aim to demonstrate (1) the use of a causal
framework and (2) contrast frequentist methods with more sophisticated
Bayesian statistics for causal inference. To this end, we reanalyze the
only known controlled experiment investigating the impact of passive
voice on the subsequent activity of domainmodeling. We follow a frame-
work for statistical causal inference and employ Bayesian data analysis
methods to re-investigate the hypotheses of the original study. Our re-
sults reveal that the effects observed by the original authors turned out to
be much less significant than previously assumed. This study supports
the recent call to action in SE research to adopt Bayesian data analysis,
including causal frameworks and Bayesian statistics, for more sophisti-
cated causal inference.

Keywords: Requirements Engineering, Requirements Quality, Controlled Ex-
periment, Bayesian Data Analysis

1 Introduction
Requirements specifications serve as input to several subsequent software engineer-
ing (SE) activities [21]. Consequently, the quality of requirements specifications im-
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pacts the performance of these dependent activities [18]. For example, ambiguous
or incomplete requirements specifications may result in incorrect or missing features
when implementing the requirements. Because the cost for remediating these defects
scales the longer they remain in the development process [102], organizations are in-
terested in detecting and removing requirements quality defects as soon as possible.

The requirements quality research domain aims to meet this need [6]. How-
ever, while requirements quality research abounds with normative rules about re-
quirements quality [41], it lacks empirical evidence that supports the relevance of
these rules [6, 40]. Moreover, the few studies contributing empirical evidence are of-
ten confounded, too abstract, and their inference reduces complex, context-sensitive
data to binary results, for example, through the use of frequentist methods [241]. The
insufficient quantity and quality of evidence impede the adoption of requirements
quality research in practice [9].

With this study, we aim to demonstrate how more sophisticated inference meth-
ods than frequentist approaches derive deeper insights from an empirical study and
may even revise frequentist claims. This paper makes the following contributions:

1. A recovery of the analysis of one of the only controlled experiments on require-
ments quality known to us [34].

2. A reanalysis of the hypothesis of this experiment using more sophisticated sta-
tistical methods.

Data Availability
We disclose all supplementary material, including the data, figures, and analysis
scripts, in our replication package.1

2 Related Work
2.1 Requirements Quality
Requirements quality research is a sub-domain within requirements engineering (RE)
research dedicated to the assessment and improvement of requirements artifacts and
processes [6]. Given the importance of RE to the software development life cycle,
the quality of its artifacts and processes plays a major role in project success or fail-
ure [18, 21]. For requirements artifacts like (systematic) requirements specifications,
use cases, user stories, and others [23], a popular concept to identify quality defects
is the requirements quality factor [41]. A requirements quality factor is a norma-
tive metric that maps a requirements artifact onto some level of quality based on

1https://zenodo.org/doi/10.5281/zenodo.10283010
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defined criteria [41]. One commonly researched requirements quality factor is pas-
sive voice [34, 171], which associates the use of passive voice in a natural language
(NL) requirements sentence with bad quality since it potentially omits the semantic
agent of the sentence [34]. For example, the requirements specification “If the set-
tings are changed, ...” obscures the agent of the requirement. An active formulation
of this specification, “If an administrator changes the settings, ...” makes the agent
explicit.

Recent research has identified a major shortcoming of requirements quality fac-
tors, namely their relevance [40]. The requirements quality research domain abounds
with publications proposing new quality factors and tools to detect violations against
them but lacks empirical evidence for the implied causal relationship, i.e., that the vio-
lation causes an actual impact on subsequent SE activities [242]. A previous literature
survey has revealed that among 57 primary studies proposing requirements quality
factors, only 40 discuss their impact at all, and of these, only 11 provide some sort of
empirical evidence [40]. Without empirical evidence of the impact of a requirements
quality factor on subsequent activities, these factors do not reliably identify require-
ments quality defects that matter. Practitioners rightfully harbor skepticism toward
requirements quality research given this lack of evidence which impedes research
adoption in practice [1, 8, 9].

For example, while several sources advise against the use of passive voice as
described above [33, 130, 158, 171] only two publications known to the authors inves-
tigate its actual impact on subsequent activities. Krisch et al. conducted a document
study in which domain experts classified active and passive requirements sentences
as either problematic or unproblematic [172]. The results indicate that passive voice
is generally unproblematic as adjacent text often compensates for the information
omitted due to the passive voice. Femmer et al. conducted a controlled experiment
with university students to assess how passive voice in requirements sentences im-
pacts the domain modeling activity [34]. The authors conclude that passive voice re-
quirements increase the number of missing associations with statistical significance
but not the number of missing actors or domain objects.

2.2 Inferential Statistics
Most statistical methods applied in SE beyond descriptive statistics are limited to
frequentist inferential statistics. These usually take the form of null hypothesis sig-
nificance testing (NHST), which stratifies the distribution of a dependent response
variable by one or more independent variables and compares their mean. We assume
that the popularity of these methods stems from the established guidelines [47], the
availability of tools to perform them, and their acceptance in the community.

However, frequentist methods like NHST have several shortcomings. From a
research design perspective, they overemphasize the variables involved in an alleged,
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causal relationship without a systematic approach for addressing confounders [76].
From a data analysis perspective, common issues like the multiple-hypothesis prob-
lem [243] and the unscientific practice of fishing for significant test results below
an arbitrary significance level [244] are well-known, yet still occur in practice [245].
Moreover, NHST reduces complex, context-sensitive data down to binary answers
(i.e., whether there is a significant difference in the distributions’ mean or not), which
leads to superficial and overly abstracted research results that are void of any uncer-
tainty that the data originally encoded [48].

The recent rise of Bayesian data analysis (BDA) aims to mitigate these short-
comings [62, 241] by (1) embedding inferential statistics in causal reasoning frame-
works [54, 76] and (2) applying Bayesian statistics, i.e., encoding the uncertainty
of the impact that independent variables have on dependent variables in probability
distributions [62]. Prior to any data analysis, involved variables and their causal re-
lationship are made explicit. During the data analysis, explicit prior assumptions are
updated in light of the observed data using Bayes’ Theorem. As a result, BDA pro-
duces uncertainty-preserving statistical inferences with explicit causal assumptions.
Recently, SE researchers have started to advocate for the adoption of BDA meth-
ods [48, 226, 246] but they still remain to be niche [54].

3 Method
In this study, we aim to demonstrate how frameworks for causal inference andBayesian
statistics providemore sophisticated insights which reduce issues of drawing inappro-
priate conclusions from empirical studies. To this end, we reanalyzed the data of a
previous controlled experiment using BDA. Section 3.1.1 presents the design of the
original experiment and Section 3.1.2 elaborates on the issues with the experiment.
Section 3.2 then presents the reanalysis performed in the scope of this study.

3.1 Original Experiment
The original experiment by Femmer et al. aims to understand the impact of passive
voice in requirements on domain modeling [34] by asking the following research
questions:

• RQ1.1: Is the use of passive sentences in requirements harmful for finding
actors?

• RQ1.2: Is the use of passive sentences in requirements harmful for identifying
domain objects?

• RQ1.3: Is the use of passive sentences in requirements harmful for identifying
associations?
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Figure 1: Domain model example

3.1.1 Design
The experimental task was to create a domain model based on a single-sentence NL
requirements specification. The domain model consisted of the following three types
of elements: actors, which represent human participants in the requirement, domain
objects, which represent any non-human entities in the requirement, and associations,
which connect elements that have a relationship according to the requirement. Fig-
ure 1 visualizes a domain model for the requirements specification “The system shall
be capable of returning the search results latest 30 seconds after the user has entered
the search criteria.” [34]

The authors of the original study conducted a controlled experiment with inde-
pendent measures, i.e., every participant is assigned to only one treatment [47]. The
authors recruited np = 15 participants for the experiment. The participants consisted
of two Bachelor students, eight Master students, four Ph.D. students, and one student
with an unknown background. In addition to the participants’ study program, the au-
thors also recorded their age group as well as their industrial and academic experience
in SE, RE, and programming on an ordinal scale.

To enable independent measures, seven participants were assigned to the con-
trol group (A) and eight to the treatment group (P). The control group received the
requirements specifications in active formulation. The treatment group received se-
mantically similar requirements specifications in passive formulation. For example,
the authors transformed the aforementioned active requirements sentence to the fol-
lowing passive formulation for the treatment group: “The search results shall be
returned no later 30 seconds after the user has entered the search criteria.” [34].

After assessing the general SE and RE knowledge in a quiz, the participants
conducted the experimental task. Every participant received nr = 7 requirements
specifications, such that the experiment produced np × nr = 105 observations. The
authors then compared the 105 domain models with the sample solution and counted
the number of missing actors, domain objects, and associations. To evaluate the
hypotheses implied by the research questions, the authors summed up these num-
bers for all seven requirements sentences of each participant. Each participant was
associated with a total number of missed actors, domain objects, and associations
throughout all seven requirements. Then, the authors calculated the mean and me-
dian number of missing elements for the control and treatment groups and conducted
a Mann-Whitney test with a 95% confidence interval to determine whether there was
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Table 1: Results of the original study [34]. P-values indicating a statistically significant difference with α = 0.05
are prefixed with an asterisk (*)

Element Mean (A) Mean (P) Median (A) Median (P) P-Value Conf. Int. Cliff's δ

Actors 0.43 1.00 0 1 0.10 (0; ∞) 0.39
Objects 1.29 2.00 1 1 0.25 (-1; ∞) 0.25
Associations 4.14 7.88 3 8 *0.02 (1; ∞) 0.75

a statistically significant difference between the two groups.
Table 1 shows the results of the original study [34]. With a significance level of

α = 0.05, the NHST rejects only the null hypothesis implied by RQ1.3 (p = 0.02 <
α). The authors conclude that the use of passive voice does not have a statistically
significant impact on the number of actors and domain objects missing from resulting
domain models, but it does have an impact on the number of missing associations.

3.1.2 Issues
The original experiment by Femmer et al. [34] suffers from at least the following
issues.

Issues with reproduction The authors originally disclosed their experiment data
at http://goo.gl/WlTPE5, which was forwarded to https://www.in.tum
.de/i04/~femmer/data/passives_experiment.zip. However, this link
does no longer resolve given that institutional websites commonly discontinue host-
ing resources of members that change their affiliation [199, 206]. Thankfully, the
authors of the original paper were able to recover the lost replication package [45]
and archived it via Zenodo.2 Still, the replication package contains only the study
protocol and obtained data, but not the script to reproduce the evaluation. The lack
of reproducibility impedes our goal of comparing methods of statistical inference.

Issues with drawing appropriate conclusions The employed research design and
analysis risks drawing inappropriate conclusions in two regards. Firstly, the signif-
icance test investigates the isolated impact of passive voice on the three dependent
variables. Possible confounders, like the experience of participants, were recorded
but not considered in the evaluation. Secondly, frequentist NHSTs reduce the data to
single, binary results, omitting any uncertainty [48] and comparing point estimates,
which are unreasonably precise.

Issues selecting an appropriate study design The selected experimental design
introduced one more potential confounder. Because the authors of the original study
used an independent measures design [47] the evaluation does not account for between-
subject variance [50]. In other words: the evaluation does not consider that the ob-

2Now available at https://zenodo.org/records/7499290
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served differences in the dependent variables are caused by the treatment or by other
factors like the individual skill of each participant.

3.2 Reanalysis
We address the first of the three issues by reproducing the original evaluation and
disclosing it for future replication. For this, we extracted the experimental results
from the original study and performed the evaluation according to the information in
the manuscript [34]. The reproduced evaluation script is contained in our replication
package.

To address the second and third issue, we reanalyze the data generated by the
experiment using an established framework for causal inference and Bayesian in-
stead of frequentist methods. The framework allows us to (1) revise and extend the
causal assumptions of the original experiment and (2) consider potential confounders
in the analysis, while the use of BDA allows us to (3) generate more sophisticated
inferences that preserve the uncertainty of the causal influences.

We employ the framework for statistical causal inference that was developed
by Siebert [54]. This framework is based on Pearl’s original model of causal infer-
ence [76] and consists of the three major steps modeling, identification, and estima-
tion. The following paragraphs briefly summarize each of these steps and are further
elaborated in our replication package. For a gentler introduction to frameworks for
statistical causal inference, we refer the interested reader to appropriate literature [54,
76]. For a gentler introduction to BDA, we refer the interested reader to appropriate
textbooks [62] or descriptive demonstrations of the application of BDA in SE re-
search [48, 226, 246, 247].

3.2.1 Modeling
In the first step, we make our causal assumptions of the phenomenon under inves-
tigation explicit [54]. These causal assumptions are specified in a directed acyclic
graph (DAG), in which nodes represent variables and directed edges between them
represent assumed causal effects of one variable on another [248]. In our reanaly-
sis, the eligible variables are limited to the variables collected during the original
experiment [34].

3.2.2 Identification
In the second step, we select all variables that form the so-called adjustment set. Four
causal criteria inform this selection and prevent variable bias like colliders or back-
doors [62], mitigating that non-causal correlations do not influence the causal relation
of interest. The selection of the adjustment set mitigates the second issue mentioned
in Section 3.1.2.
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3.2.3 Estimation
In the third and final step, we derive a regression model from the adjustment set
of eligible variables. We first select an appropriate probability distribution type to
represent each of the three response variables based on the maximum entropy cri-
terion [249] and ontological assumptions. All three variables are whole numbers
bounded by the number of expected actors, domain objects, and associations. Con-
sequently, we model all response variables with Binomial distributions.

Wemodel the parameter p—which defines the shape of the Binomial distribution—
in dependency of all eligible independent variables, called the predictors. Each pre-
dictor is multiplied with a coefficient that represents the strength and direction of
the influence that the predictor has on the response variable. To begin, we assign an
uninformative prior distribution to each of these coefficients, i.e., a normal distribu-
tion centered around µ = 0 with a standard deviation of σ = 1. This represents our
prior belief of the causal relationship between the predictors and response variables,
which are yet unknown. We confirm the appropriateness of the selected priors via
prior predictive checks [230].

The predictors of each response variable consist of the independent variables
selected during the identification step. Further, we include the following variables as
predictors:

• Intercept: The global average of missing any element of the domain model.
This represents the general challenge of creating a domain model from an NL
requirements specification, independent of any predictor values.

• Participant-specific intercept: The participant-specific average of missing any
element of the domain model. This represents the general skill of a participant.

• Requirement-specific intercept: The requirement-specific average of missing
any element of the domain model. This represents the general complexity of a
requirement.

While involving a global intercept is a general best practice [62], the two group-
specific intercepts retain local variance in the model [247]. The resulting hierarchical
model makes use of partial pooling, which is understood to outperform purely global
or local models [62, 247]. The inclusion of a participant-specific intercept mitigates
the third issue mentioned in Section 3.1.2, as it represents between-subject variance
in the statistical evaluation.

Given the selected probability distribution and predictors, we train one Bayesian
model for each of the three response variables with the experimental data gathered
during the original experiment [34]. We conduct this step using the brms library [228]
in R. During the training process, Hamiltonian Monte Carlo Markov Chains update
the prior distributions of the predictor coefficients to better reflect the impact of the
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Table 2: Results of the strict reproduction

Element Mean (A) Mean (P) Median (A) Median (P) P-Value Conf. Int. Cliff's δ

Actors 0.43 1.00 0 1 0.19 (0; 1) 0.38
Objects 1.29 2.00 1 1 0.50 (-1; 3) 0.22
Associations 4.14 7.88 3 8 *0.03 (1; 7) 0.68

predictors in light of the observed data [250]. This produces the posterior distribu-
tions of the predictor coefficients, which then represent the updated belief of the
model about the strength and direction of the influence with which a predictor im-
pacts a response variable. The standard deviation of each coefficient reflects the un-
certainty of the impact of its associated predictor. This further mitigates the second
issue mentioned in Section 3.1.2 by retaining the uncertainty of each impact.

We confirm that the model was trained appropriately by inspecting the Markov
Chains [62] and by performing posterior predictive checks [230]. Finally, we evalu-
ate the trained models by plotting the marginal effects of relevant predictors, mainly
the use of passive voice. The marginal plots show the distribution of the response
variable for all levels of the selected predictor while keeping all other predictors at
representative levels. The resulting mean predictions and confidence intervals vi-
sualize the difference that the chosen predictor has on the response variable. This
visualization represents the isolated effect of that predictor on the outcome.

4 Results
4.1 Reproduction of the original evaluation
Table 2 shows the strict reproduction of the experimental results using the same fre-
quentist methods as the original study [34]. The mean and median values match
exactly. The calculated p-values differ (0.10 vs. 0.19, 0.25 vs. 0.50, 0.02 vs. 0.03),
but using the same significance level α = 0.05 would result in the same hypotheses
being rejected (i.e., only the hypothesis implied by RQ1.3). Similarly, the effect size
calculated via Cliff’s δ matches with a margin of 0.07. Only one extreme end of every
confidence interval could not be reproduced. We assume this to be due to incorrect
calculation or reporting in the original study.

4.2 Reanalysis of the data using BDA
Figure 2 visualizes the DAG that makes the causal assumptions of the phenomenon
under investigation explicit. The DAG is populated with all variables recorded dur-
ing the original experiment [34] and connected with all causal relationships that we
assume based on our prior knowledge. The causal relationships between the main
factor (red node) and the three dependent response variables (turquoise nodes) were
already assumed in the original study [34] and are the main relationships of interest.
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Age

Academic experience in Programming

Industrial experience in Programming

Academic experience in RE

Industrial experience in RE

Academic experience in SE
Industrial experience in SE

Program

Performance in RE Quiz

Number of missing actors

Number of missing associations

Number of missing domain objects
Passive Voice

Figure 2: Full DAG visualizing the causal assumptions (red: exposure/main factor, turquoise: re-
sponse/dependent variables)

We assume additional relationships, for example:

• Age→ Program: The older a participant, the more likely it is that they have
progressed further in their studies.

• Program → Academic experience in RE: The more advanced the study pro-
gram, the higher the academic experience that a student has collected in RE.

• Academic/industrial experience in RE → number of missing actors/domain
objects/associations: The higher the experience in RE, the fewer mistakes a
student makes during domain modeling.

• Number of missing actors/domain objects→ Number of missing associations:
Missing an actor or domain object leads to missing an association, as one of
the two nodes connected through an expected association is unavailable.

All other causal assumptions and their justification can be found in our replica-
tion package. Figure 3 visualizes the reduced DAG resulting from the identification
step. This DAG contains only variables included in the adjustment set, i.e., all vari-
ables relevant for the causal analysis. The causal effect of all excluded variables
passes through these remaining variables. Hence, they suffice to model the causal
influence on the response variables.

Figure 4 visualizes the marginal effects of the main factor (passive voice) on the
three response variables. All plots show that the use of passive voice slightly raises
the mean of the response variable distribution, i.e., the use of passive voice increases
the likelihood of missing more actors, domain objects, and associations. However,
the confidence intervals of the main factor overlap in all three cases, meaning that
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Figure 3: Reduced DAG including all variables eligible for the regression model
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Figure 5: Impact of the number of missing actors and objects on the likelihood of missing an association

this difference is not significant. The chance that the use of passive voice results in
equal or even fewer missing actors, domain objects, and even associations remains.

Figure 5 shows the marginal effects of the number of missing actors and missing
domain objects on the likelihood of missing an association. The plot shows that
missing an actor or domain model increases the likelihood of missing an association,
which confirms the causal assumption represented in our DAG. The average and
confidence interval for the number of missing actors (red in Figure 5) is only defined
for 0 and 1 because the experiment data did not contain any observation with more
than one missing actor per domain model.
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5 Discussion
Finally, we discuss the implications of the results in Section 5.1 and address remain-
ing threats to validity in Section 5.2.

5.1 Implications
Issues of reproduction can be overcome as long as the authors of the original work pre-
serve their replication package. This encounter supports the observation by Gabelica
et al. [206] and Winter et al. [199] that replication packages hosted on institutional
websites are prone to become inaccessible over time. We strongly advise hosting
replication packages via services that committed to a long-term retention policy, like
Zenodo3 or figshare.4

More importantly, the reanalysis presented in this study shows that the lack of a
framework for causal inference as well as frequentist methods may cause issues with
drawing appropriate conclusions. The results of the reanalysis revealed that the use
of passive voice does not have a significant impact on the number of missing associ-
ations in resulting domain models as claimed in the original study [34]. Instead, the
use of a framework for causal inference showed that this impact is confounded by the
number of missing actors and domain objects, which also do not experience a signifi-
cant impact by the main factor of interest. Additionally, the use of Bayesian statistics
highlighted that the remaining difference in the response variables is uncertain and
not significantly different.

These insights imply two recommendations for future research. For research
design, the use of an explicit framework for causal inference provides a systematic
approach for dealing with potential confounders [76, 226]. For data analysis, the
use of Bayesian statistics retains uncertainty and allows transparent inferences from
empirical data [48, 62, 246].

5.2 Threats to validity
The reanalysis continues to suffer from threats to validity. We discuss these according
to the classification by Cook et al. [251].

Construct validity The construct validity suffers from inadequate preoperational
explication of constructs for all variables concerning experience [251]. In the ex-
periment, industrial and academic experience in RE—two of the predictors with an
impact on the three response variables—are measured on an ordinal scale with four
levels: no experience, up to 6 months, 6 to 12 months, and more than 12 months [34].
Whether these variables adequately reflect experience remains questionable.

3https://zenodo.org/
4https://figshare.com/
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Internal validity The internal validity suffers from potential confounders. The
reanalysis could only involve the variables recorded during the original study and
was, therefore, constrained to the variables listed in Figure 2. Other variables with a
potential causal impact on the response variables—like domain knowledge or prior
training in domain modeling—were not available. The internal validity further suf-
fers from an unknown interaction with selection due to the design of the experiment.
Given the independent measures design, each participant was exposed to only one
treatment [47, 50]. This produced the risk of an interaction effect between the partici-
pant and the treatment, i.e., participants of one group could excel with their respective
treatment for unknown reasons.

External validity The external validity suffers from an interaction of selection and
treatment, i.e., the experiment participants are potentially not a representative sample
of the intended target population. The study only involved university students of
different programs. Hence, there is no evidence that the conclusions are generalizable
to SE practitioners.

6 Conclusion
This study reanalyses the only controlled experiment investigating the impact of pas-
sive voice in requirements specifications [34] by employing a framework for statisti-
cal causal inference [54] and using Bayesian in contrast to frequentist data analysis
methods [48]. We could show that the results of the original study are much less
significant than suggested by the frequentist analysis and that passive voice has, in
consequence, a much smaller impact in the studied context than the original study
had assumed.

Needless to say, our aim is not to criticize the original study [34] itself. In fact,
we would like to acknowledge the authors’ contributions to the requirements qual-
ity research domain, especially as controlled experiments were, and still are, rare in
this domain [40]. Instead, our intention is to critically reflect upon frequentist anal-
ysis that still constitutes the prevalent choice in the empirical software engineering
community with little to no attention to its limitations.

Our reanalysis continues to suffer from several threats to validity. For example,
the experimental design made it impossible to identify whether some participants per-
formed particularly well or badly given their assignment to the control or treatment
group. Using a crossover design in which all treatments are applied to all subjects
could mitigate this threat [50].

One hope that we associate with our study is to raise awareness of the short-
comings of frequentist analyses, especially when applied as a universal tool. We
especially hope that our short demonstration, as well as our replication package, will
caution fellow SE researchers to use out-of-the-box frequentist approaches and, in-
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stead, encourage them to consider Bayesian data analysis approaches [62], which in-
clude (1) proper frameworks for statistical causal inference [54, 76] and (2) Bayesian
statistics [48, 226]. These approaches ensure that experimental designs are informed
by explicit causal assumptions, and their execution produces more sophisticated in-
ferences preserving uncertainty, in turn enriching scientific contributions to be more
reflected and insightful.
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Paper VI
Crossover Designs in Software
Engineering Experiments: Review of
the State of Analysis

Abstract

Experimentation is an essential method for causal inference in any em-
pirical discipline. Crossover-design experiments are common in Soft-
ware Engineering (SE) research. In these, subjects apply more than one
treatment in different orders. This design increases the amount of ob-
tained data and deals with subject variability but introduces threats to
internal validity like the learning and carryover effect. Vegas et al. re-
viewed the state of practice for crossover designs in SE research and
provided guidelines on how to address its threats during data analysis
while still harnessing its benefits. In this paper, we reflect on the impact
of these guidelines and review the state of analysis of crossover design
experiments in SE publications between 2015 and March 2024. To this
end, by conducting a forward snowballing of the guidelines, we survey
136 publications reporting 67 crossover-design experiments and evalu-
ate their data analysis against the provided guidelines. The results show
that the validity of data analyses has improved compared to the origi-
nal state of analysis. Still, despite the explicit guidelines, only 29.5%
of all threats to validity were addressed properly. While the maturation
and the optimal sequence threats are properly addressed in 35.8% and
38.8% of all studies in our sample respectively, the carryover threat is
only modeled in about 3% of the observed cases. The lack of adherence
to the analysis guidelines threatens the validity of the conclusions drawn
from crossover design experiments.

Keywords: Experimentation, Design, Crossover, Literature Survey
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1 Introduction
Experimentation is an important method to infer causal relationships in any empir-
ical research discipline [47]. The design of an experiment, i.e., how levels of the
main factor are assigned to subjects, has a critical impact on the validity of its con-
clusions. One possible design, the crossover design, has the advantage of increasing
the number of data points obtained for the same amount of subjects involved in an
experiment but is often critiqued for introducing threats to validity due to its diffi-
cult analysis [49]. To mitigate these threats, Vegas et al. [50] provided a thorough
explanation and guidelines for the analysis of crossover-design experiments.

In this paper, we reflect on the impact of the guidelines by Vegas et al. [50] by
answering the following research question (RQ): How do SE experiments that utilize
a crossover design based on guidelines by Vegas et al. analyze their data? To this end,
we conduct a forward snowballing of primary studies citing the guidelines [50] and
assess how they deal with the threats to validity for which this experimental design
is often critiqued [49].

Our contribution is two-fold:

1. We reproduce and archive the data analysis from the original guidelines [50]
which were previously unavailable.

2. We show gaps in SE literature on analyzing data from crossover design exper-
iments.

3. We reflect on the impact of the original guidelines [50] on the landscape of SE
experimentation since its publication.

The rest of the paper is structured as follows: Section 2 explains different ex-
perimental designs and reviews literature studies with a similar purpose. Section 3
reports the applied method, Section 4 presents the results, and Section 5 discusses
their implications. Section 6 acknowledges threats to validity and outlines future
work, before we conclude the paper in Section 7.

Data Availability Statement
All data, protocols, material, figures, and scripts generated and used during this study
are publicly available [252].

2 Background and Related Work
During an experiment, researchers apply one or more levels of a main factor (i.e.,
treatments) to experimental subjects and observe one or more dependent variables
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assumed to be impacted by the factor. Observing a significant difference in the dis-
tribution of a dependent variable for different treatments allows the inference that
this factor has a causal relationship with the independent variable. These significant
differences are typically determined by selecting and applying an appropriate null-
hypothesis significance test (NHST) [47], like the T-Test, Mann-Whitney U test, or
ANOVA. Experimentation has been used in software engineering (SE) to determine
the effect of different tools [253], methods [254], but also demographic factors [255]
on SE tasks. Section 2.1 presents the concept and challenges of experimental design.
Section 2.2 provides an overview of previous studies with a similar purpose to ours.

2.1 Experimental Design
An important decision when designing an experiment is whether each subject is ad-
ministered only one or multiple treatments. The former is referred to as an indepen-
dent measure (or between-subject) design, where subjects are split into groups and
each group applies only one treatment, the latter is referred to as a repeated measures
(or within-subject) design. The benefit of a repeated measures design is two-fold.
Firstly, the same amount of experimental subjects produce more data points than in
an independent measure design. Secondly, comparing relative rather than absolute
values of each response variable deals with subject variability. On the other hand,
such a design introduces new threats to validity. Vegas et al. identified four types of
threats to validity in their guidelines [50]:

1. Maturation/exhaustion: Participants may perform better or worse in subse-
quent observations due to a learning or exhaustion effect.

2. Optimal sequence: Some sequences in which the treatments are administered
may be favorable over others.

3. Subject variability: The tasks performed in SE experiments are often strongly
influenced by differences between human subjects [256] that are difficult to
quantify.

4. Carryover: The effect of an administered treatment might carry over to a sub-
sequent period.

The crossover design, a special form of the repeated-measures design where
participants receive the treatments in different sequences [50], counterbalances the
threats by dispersing their impact on the response variable evenly. Still, the threats
affect the observations of the response variable but are largely ignored in most SE
papers [50]. Inmedical research, the carryover effect is often addressed via a washout
period [257], i.e., a period between the experimental periods long enough for the
medical compound to exit the subject’s system. In SE research, a washout period is
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Figure 1: Relevant Factors Influencing the Response Variable in a Crossover-Design Experiment

often not feasible since it would require participants to unlearn techniques or tools
they were subjected to [49]. Still, many SE papers even fail to acknowledge the
carryover threat [50].

Consequently, Vegas et al. recommended abandoning simple NHSTs that only
test whether different treatments change the distribution of the response variable and
rather adopting a linear mixed model (LMM) to analyze the data from a crossover-
design experiment. An LMM can involve additional factors with an influence on the
response variable, which (1) isolates the true effect of the main factor in question and
(2) provides insight into whether the threats to validity apply in a particular instance
of an experiment.

Figure 1 visualizes an LMM (second row) that determines the effect of treat-
ment ti on a response variable yi while also addressing the above-mentioned threats
(first row) by modeling factors that address those threats (third row). The bottom row
visualizes which parts of the AB/BA crossover design experiment these terms affect.
For example, the treatment βtti affects period 2 in sequence 1 and period 1 in se-
quence 2 (marked yellow in Figure 1). For simplicity, we constrain the visualization
to a crossover design experiment with one main factor containing two levels (A and
B), which requires two periods and two sequences (AB and BA) and is commonly
referred to as AB/BA crossover design.

2.2 State of Practice
Since the introduction of evidence-based SE by Kitchenham et al. [258], the field
has been subject to reviews about the state of practice of various aspects of empirical
research. For example, Kampenes et al. reviewed the state of practice of designing,
conducting, and evaluating quasi-experiments [259]. They conclude terminological
ambiguity and a common lack of awareness of specific biases affect the validity of
drawn conclusions. Menzies et al. reviewed data analysis practices in empirical SE
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research [245] and consolidated 12 “bad smells” commonly committed in publica-
tions. Hannay et al. surveyed SE experiments regarding the degree of realism of the
employed experimental material and task [260] and detected a lack of awareness of
the implications of realism in SE publications.

The aforementioned work by Vegas et al. also contained a secondary study
of crossover-design experiments [50], which motivated the guidelines described in
Section 2.1. Their review identified similar problems in the state of practice. Several
publications misuse terminology, remain unclear in their design decision and apply
an incorrect analysis to the data from crossover-design experiments. These results
are supported by a similar study by Kitchenham et al. which focused on families of
experiments [261].

The guidelines by Vegas et al. [50] have been extended in several regards. For
example, Madeyski et al. investigated and demonstrated the calculation of effect
sizes for crossover-design experiments [262]. Kitchenham et al. add the importance
of determining and interpreting the correlation between participants’ response vari-
able measures [263]. Cruz et al. propose the use of generalized estimating equations
(GEEs) over LMMs to analyze crossover-design data [264, 265]. Still, none of these
studies has reflected on the impact that the original guidelines [50] had on the SE
literature, which we aim to contribute in this study.

3 Method
To answer our RQ, we conducted a literature survey in the following three steps.
First, we selected an appropriate sample of primary studies (Section 3.1) to be con-
sidered in further steps. Then, we extracted relevant data from these primary studies
(Section 3.2). Finally, we analyzed the extracted data (Section 3.3).

3.1 Study Inclusion
An answer to our RQ requires considering empirical SE publications analyzing cross-
over-design experiments. We limit this population of primary studies to publications
that explicitly cite the guidelines by Vegas et al. [50] for two reasons:

1. By explicitly evaluating papers citing the guidelines we provide a reflection
on the guidelines’ impact.

2. We assume that the proportion of papers correctly analyzing crossover-design
experiments is larger in the subset that cites the guidelines than in the subset
that does not. We assume that the former provides an upper bound for the
proportion of correctly analyzed crossover-design experiments.
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Table 1: Inclusion (In) and exclusion (Ex) criteria

ID Criterion

In1 The article is related to software engineering.
In2 The article contains an empirical study as a main contribution.
In3 The empirical study is an experiment comparing at least two levels (e.g.,

baseline and treatment) of a main factor.
In4 The experiment utilizes a crossover design in which all subjects are admin-

istered all levels of the main factor.
In5 The subjects of the experiment are humans.
Ex1 The article is not available through the university’s access program.
Ex2 The article is not written in English.
Ex3 The article is extended by or a duplicate of an already included article.
Ex4 The article is not peer-reviewed (e.g., a thesis or blog post).

We gathered studies by selecting all entries from Google Scholar citing the
guidelines [50]. The obtained sample consisted of 136 entries on the 1st of March
2024. We filtered this sample using the inclusion and exclusion criteria in Table 1.
We considered a study eligible if it meets all inclusion and none of the exclusion
criteria.

Inclusion criteria In1-In4 ensure that the study fits our research goal. In5 further
limits eligible studies to those where the specific benefit of crossover-design experi-
ments (controlling subject variability) is relevant. Ex1 and Ex2 exclude inaccessible
studies, Ex3 removes duplicates, and Ex4 serves as a quality assurance measure.

The first and second authors of this study conducted the inclusion phase. The
136 articles were distributed among the two authors based on their availability (90
for the first author, 46 for the second). For each paper, the assigned author read the
abstract, introduction, and method section to decide the inclusion and exclusion cri-
teria. Only criterion Ex3 (i.e., filtering out duplicates or extensions) was performed
centrally by the first author by clustering the sample by author names and investigat-
ing similar candidates. During the inclusion phase, unclear decisions were flagged
and later reviewed by the third author of this study. The third author acted as an
arbiter and decided on the three unclear cases. The inclusion phase identified 48 pri-
mary studies (48/136 = 35.3%) as eligible for the subsequent data extraction phase.

Before conducting the inclusion phase, we assessed the reliability of the criteria
by randomly selecting a subset of 14 studies (14/136 = 10.3% of the sample) to
be rated by both the first and second authors. The two authors reached a perfect
agreement on all ratings, supporting the mutual understanding and reliability of the
criteria before proceeding with the main inclusion phase.
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Table 2: Data Extraction Attributes

Attribute Description Type

Subjects
Subject number Number of human participants Count
Subject type Type of participants Enum
Analysis
Analysis Method Statisticalmethodapplied for inferential analysis of the treatment's effect Enum
Test Type (only if the analysis method is NHST) Type of statistical significance test Enum
Threat Addressal Way of dealing with the specific threats of validity of crossover-design

experiments at analysis time
Enum

Washout Whether a washout period was scheduled between experimental peri-
ods

Bool

Material
Availability Degree to which material (data set and analysis scripts) are available Enum
Location URL of the material if available Text

3.2 Data Extraction
From each of the 48 eligible primary studies, we extract the attributes in Table 2 for
every individual experiment reported in the study (as one study may conduct and
report multiple experiments).

The attribute group subjects characterizes the number and types of participants
involved in each experiment. The attribute group analysis contains the main vari-
ables of interest. The analysis method represents the type of statistical method ap-
plied for inference, for example, NHSTs, (generalized) linear models (GLMs), or
(generalized) linear mixed models (GLMMs).1 If a primary study reported analyz-
ing the data from the experiment using an NHST, we additionally recorded the test
type (e.g., paired or unpaired T-test, Mann-Whitney U test, etc.). The attribute threat
addressal represents the main attribute of interest in the scope of this study. For
each of the four types of threats to validity as mentioned in Section 2 (i.e., matura-
tion/exhaustion, optimal sequence, subject variability, and carryover), we determined
how the primary study addresses it on the categorical scale shown in Table 3.

Finally, the attributes from the material group record to what degree both the
data obtained by the experiment and the script(s) used to perform the analysis are
available. We recorded the availability attribute based on a previously established,
categorical scale of research artifact availability [45]which includes levels like archiv-
ed, reachable, and unavailable. If the material was available, we also recorded how
to access it in the location attribute.

We summarized the extraction guidelines containing a definition, concise ex-
traction rules, as well as examples in a shared document. To assess the reliability of
these guidelines, the first and second authors performed an overlap of the extraction
task prior to the main extraction phase. During this overlap, the two authors applied
the extraction guidelines to the seven primary studies from the 14 that were already
involved in the inclusion overlap and which were included according to our criteria.

1We do not distinguish between GLMs and LMs, nor between GLMMs and LMMs, as only their
shared property of containing a random effect or not is relevant to our study.
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Table 3: Types of Threat Addressal

Type Description

Modeled The authors address the threat to validity by modeling the factor in
the analysis (e.g., as a parameter in a GLM or GLMM).

Isolated The authors analyze the threat to validity in isolation, i.e., conduct
a statistical test with the threat variable as the only independent
variable.

Acknowledged The authors do not address the threat in the analysis but acknowl-
edge its (unaddressed) influence in the threats to validity section.

Neglected The authors do not address the threat to validity in the analysis, but
claim it is negligible due to the employed design.

Ignored The authors neither address nor acknowledge the threat to validity.

We assessed the agreement of all attributes from the subjects, analysis, and mate-
rial group except the location attribute as it bears no empirical value. We calculated
Pearson’s correlation coefficient (PCC) for the numerical attribute subject number
and Bennett’s S-score [142] between the two ratings of categorical attributes. None
of the seven primary studies in our subset applied a washout period, which is why
we did not calculate the inter-rater agreement for this variable. We selected Bennett’s
S-score over the more common Cohen’s Kappa as the latter is known to be unreliable
for uneven marginal distributions [141]. The two raters were in perfect agreement
about the subject number attribute (PCC = 1.0) and achieved an average S-score
of 85.8% over all categorical columns. After confirming the reliability of the extrac-
tion guidelines, the two first authors proceeded with applying them to the 48 primary
studies originally assigned to them during the inclusion phase. The third author acted
as an arbiter and clarified seven unclear instances in the data extraction.

3.3 Data Analysis
Upon completion of the data extraction phase, we generated descriptive statistics
from the distribution of attribute values. We visualized categorical data using bar
charts and numerical data using box plots. The main attribute of interest, the threat
addressal, was represented as a heatmap where one axis listed the four threats to
validity and the other axis the types of threat addressal.

4 Results
The 48 primary studies describe 67 experiments. Main factors of interest include,
among others, testing paradigms, like test-driven development [266–268], the effect
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of API design rules [255], and noise during software development [269]. The follow-
ing subsections report the obtained results grouped by the attribute groups in Table 2.

4.1 Subjects
Figure 2 visualizes the distribution of subject types among the experiments. The pre-
dominant type of participants are students, while practitioners are underrepresented.
In five cases, the authors do not state the participant type at all. The case labeled as
“other” sampled from app users, which were only partly students [270].

Figure 3 visualizes the distribution of subject count among the experiments (me-
dian of 21, mean of 31.2). Notable outliers are experiments with 144 [271], 124 [272],
and 105 [255] participants. The former two involved students, the latter both students
and practitioners. One study did not mention the number of participants involved in
the experiment [254].

4.2 Analysis
Figure 4 visualizes the distribution of applied statistical methods. The applied meth-
ods are largely limited to NHSTs and LMMs. Exceptions (coded as “other”) are
papers that, for example, only compare the mean values of the response variable strat-
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ified by the treatments [273]. Figure 5 shows the distribution of test types applied to
the experiments that analyzed their data using an NHST (n=29).

Figure 6 shows how authors address the threats to validity detailed by Vegas
et al.[50] in their analysis, i.e., the figure visualizes the distribution of types of ad-
dressal per threat to validity. For example, the first, top-left cell indicates that for 26
experiments, the maturation/exhaustion threat was ignored. The visualization shows
that the maturation/exhaustion and the optimal sequence threat are mostly either ig-
nored completely or modeled via the period and sequence variable respectively. The
subject variability and carryover threat are mostly either ignored or acknowledged.
Rarely do authors analyze the threat type in isolation (4.5% of all cases). In total,
47.0% of all threats to validity ((26 + 33 + 38 + 29)/(4× 67)) were simply ignored
by the primary studies in our sample. A subset of papers at least acknowledges these
threats, but they either leave it at this acknowledgment (14.9% of threats are acknowl-
edged) or claim that the threat is mitigated by design (9.7% of threats are neglected).
The discouraged addressal in isolation only occurs rarely (4.5% of threats are iso-
lated) while only 23.8% of the threats to validity are explicitly modeled. None of the
papers in our sample contained an analysis that follows the guidelines completely,
i.e., addressed all four threats to validity by modeling the respective factors. The
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experiment where the analysis comes closest to the recommended guidelines was
performed and reported by Bünder et al. [274], who modeled the period, sequence,
and subject variability in their GLMM and acknowledged the carryover threat. How-
ever, this was still considered valid by the original guidelines, especially when the
carryover threat is confounded with other treats [50].

Only three experiments include a washout period [266, 269, 275]. The duration
of the washout periods varies between 30 minutes [269] and a day [266] or was not
specified [275].

4.3 Material
Figures 7 and 8 visualize the availability of data sets and analysis script.2 The ma-
jority of material (20 data sets and 30 analysis scripts are unavailable) were never
available and a portion (4 data sets and 4 analysis scripts are broken) has become
unavailable since their original publication. Among the remaining material, several
data sets (12/48 = 25%) and scripts (12/48 = 22.9%) have been properly archived
and, therefore, preserved for future use like reproduction.

2Note that these are distributions among the 48 publications, not among the 67 experiments, be-
cause, in our sample, we observed that any additional material was always associated with a publication,
not an individual experiment.
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5 Discussion
Despite clear guidelines [50], the majority of the subset of SE papers that indicate
that they are aware of them through citation do not comply with them. This indi-
cates that SE papers reporting the analysis of crossover-design experiments run the
risk of drawing incorrect conclusions due to their incomplete analysis [49, 50]. The
portion of experiments where a threat to validity was neglected shows that some au-
thors assume that the crossover design mitigates this threat by default. However, the
crossover design merely counterbalances, i.e., de-confounds the threats from the ef-
fect of the treatment, but the effect still applies to the response variable and needs to
be modeled when analyzing the data.

The results imply that the guidelines [50] did not unfold the full effect that the
authors hoped to achieve with their contribution. Many experiments published in SE
literature claim to follow established guidelines but fail to do so. A possible reason
for this is that the guidelines were not supplemented with the analysis scripts that
could have provided practical guidance on how to implement them.

However, despite the remaining room for improvement, we observed positive
effects of the guidelines. While the original literature survey reported that none of
the 38 primary studies in its sample dealt with carryover at analysis time [50], our
sample showed at least two studies (3%) that modeled the carryover effect and six

132



that analyzed it in isolation (9%). 17 (25.3%) at least acknowledged the carryover
threat. Additionally, while the original literature survey observed only one primary
study that explicitly defined its experimental periods, exactly half of our sample (24
papers) contained either a table [270, 274, 276] or figure [269, 277] visualizing the
periods and sequences of their experimental design.

To improve future analyses of crossover-design experiments in SE, we recom-
mend increasing the awareness of established guidelines [50]. Including these guide-
lines in textbooks [47] and standards [43] will aid authors in more rigorous analy-
ses. Furthermore, we urge reviewers to put more emphasis on guideline adherence.
This not only requires awareness of the existence of guidelines (i.e., checking that
appropriate guidelines were cited) but also of their content (i.e., checking that the
guidelines were properly followed) as our study results show.

6 Limitations and Future Work
6.1 Threats to Validity
Our study suffers from the following threats to validity [47]. Most prominently, our
study is subject to a threat to external validity. While we aim to draw general conclu-
sions about experimentation in SE literature, our sample is limited to SE literature that
cites the investigated guidelines [50]. However, we argue that our sample is adequate
for this paper for the following reasons. The guidelines [50] are—to the best of our
knowledge—the only SE-specific guidelines for analyzing crossover-design experi-
ments in SE. Hence, authors of our selected subset had access to the only guidelines
explicitly advising them on how to properly analyze their experimental data. There-
fore, we are confident that our sample represents an upper bound to extrapolate to
the SE experimentation literature.

Additionally, our study inclusion and data extraction phases were subject to
two threats to construct validity. Firstly, both phases involved subjective judgment
of criteria and extraction guidelines. We mitigated this threat by quantifying the
inter-rater agreement of both phases. Given the satisfactory inter-rater agreement, we
are confident in the reliability of our results. Secondly, the categories of the threat
addressal attribute were devised ad-hoc and not based on an existing taxonomy. We
addressed this threat through thorough discussions among all three authors.

6.2 Future Work
In the scope of this study, we only surveyed how authors addressed the four threats to
validity presented in Section 2.1 as per the original guidelines [50]. We did not con-
sider additional threats to validity which crossover-design experiments are subject
to. Additional threats we plan to investigate is the material threat, i.e., the influence
of the used experimental material (e.g., code snippet), and the interaction effects be-
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tween subjects and treatments, e.g.„ personal preference for specific treatments.
Furthermore, we plan to extend our sample by including SE studies presenting

experiments with a crossover design that do not cite the guidelines byVegas et al. [50].
By comparing this sample with our current one we aim to further characterize the
impact of these guidelines.

Finally, we plan to reproduce the analysis of the surveyed experiments as far
as possible. While we cannot reproduce the analysis of experiments where the raw
data is not available, we plan to (1) reproduce the original analyses as described
in the publication, and (2) reanalyze the data according to the data analysis guide-
lines [50]. Contrasting these analyses will produce more examples for an application
of the guidelines, but also reveal studies that drew incorrect conclusions due to in-
correct data analyses. This quantifies the effect of the guidelines in terms of the risk
of drawing inappropriate conclusions and will serve as further motivation for adher-
ence. Additionally, we plan to analyze and reproduce crossover-design experiments
that do not cite the data analysis guidelines to compare them with our current sample
and, therefore, further study the guidelines’ impact.

7 Conclusion
In this reflection, we investigate the state of practice of analyzing crossover design
experiments in SE. A sample of publications citing explicit guidelines [50] shows
that the state of practice still contains several, significant gaps threatening the valid-
ity of the drawn conclusions. While the guidelines by Vegas et al. [50] supported
a significant portion of authors to analyze their obtained data at least in parts, the
general sample of papers shows room for improvement.

We hope that the overview of the state of practice of analyzing crossover design
experiments in SE encourages authors to investigate this topic more thoroughly and
that both our visualizations as well as the recovery of the data analysis script from the
original guidelines [50] will support the latter in guiding authors towards a correct
analysis. We encourage authors to abandon the overly simple NHST analysis [81]
for more complex (G)LMMs, which enable them to adequately address threats to the
validity of crossover-design experiments during analysis.
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Paper VII
Applying Bayesian Data Analysis for
Causal Inference about Requirements
Quality: A Controlled Experiment

Abstract

It is commonly accepted that the quality of requirements specifications
impacts subsequent software engineering activities. However, we still
lack empirical evidence to support organizations in deciding whether
their requirements are good enough or impede subsequent activities. We
aim to contribute empirical evidence to the effect that requirements qual-
ity defects have on a software engineering activity that depends on this
requirement. We conduct a controlled experiment in which 25 partici-
pants from industry and university generate domain models from four
natural language requirements containing different quality defects. We
evaluate the resulting models using both frequentist and Bayesian data
analysis. Contrary to our expectations, our results show that the use
of passive voice only has a minor impact on the resulting domain mod-
els. The use of ambiguous pronouns, however, shows a strong effect
on various properties of the resulting domain models. Most notably,
ambiguous pronouns lead to incorrect associations in domain models.
Despite being equally advised against by literature and frequentist meth-
ods, the Bayesian data analysis shows that the two investigated quality
defects have vastly different impacts on software engineering activities
and, hence, deserve different levels of attention. Our employed method
can be further utilized by researchers to improve reliable, detailed em-
pirical evidence on requirements quality.

Keywords: Requirements Engineering, Requirements Quality, Experiment, Repli-
cation, Bayesian Data Analysis
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1 Introduction
Software requirements specify the needs and constraints that stakeholders impose
on a desired system. Software requirements specifications (SRS), the explicit man-
ifestation of requirements as an artifact [24], serve as input for various subsequent
software engineering (SE) activities, such as deriving a software architecture, im-
plementing features, or generating test cases [23]. As a consequence, the quality of
an SRS impacts the quality of requirements-dependent activities [1, 2, 40]. A qual-
ity defect in an SRS—for example, an ambiguous formulation—can cause differing
interpretations and result in the design and implementation of a solution that does
not meet the stakeholders’ needs [18]. The inherent complexity of natural language
(NL), which is most commonly used for specifying requirements [37], aggravates
this challenge further. Since quality defects are understood to scale in cost for re-
moval [3], organizations are interested in identifying and removing these defects as
early as possible [6].

Within the requirements engineering (RE) research domain, the field of require-
ments quality research aims tomeet this challenge [6]. Requirements quality research
has already identified several attributes of requirements quality [6] (e.g., unambigu-
ity, completeness, consistency) and proposes quality factors, i.e., requirements writ-
ing rules (e.g., the use of passive voice being associated with bad quality [34]) as well
as tools that automatically detect alleged quality defects [130]. However, existing
approaches fall short in at least three regards [40]: i) only a fraction of publications
provide empirical evidence that would demonstrate the impact of quality defects [6],
ii) the few empirical studies that do so largely ignore potentially confounding context
factors [87, 135], and iii) the analyses conducted in existing publications do not go
beyond binary insights (i.e., a quality factor does have an impact or it does not) [34,
71]. These gaps have impeded the adoption of requirements quality research in prac-
tice [37].

In this article, we aim to address the above-mentioned shortcomings by i) con-
ducting a controlled experiment with 25 participants simulating a requirements- de-
pendent activity (i.e., domain modeling) using four natural-language requirements
as input. The experiment contributes empirical evidence on the impact of two com-
monly researched quality factors passive voice [34] and ambiguous pronouns [278].
The investigation of the impact of passive voice is a conceptual replication [63] of
the only controlled experiment studying the impact of passive voice on domain mod-
eling [34] known to us. Therefore, our experiment also strengthens the robustness of
their conclusions by providing diagnostic evidence [85]. Further, we ii) collect data
about relevant context factors such as experience in software engineering (SE) and
RE, domain knowledge, and task experience, and integrate these data in our data anal-
ysis. Finally, we iii) contrast the state-of-the-art frequentist data analysis (FDA) with
Bayesian data analysis (BDA), which entails both a causal framework and Bayesian
modeling for statistical causal inference [62]. The latter has recently been popular-
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ized in SE research [48] since it generates more nuanced empirical insights. Our
study is categorized as a laboratory experiment in a contrived setting [279], isolat-
ing the effect of the selected quality factors of interest. The causal inference of their
impact contributes to our long-term goal of providing an empirically grounded un-
derstanding of the impact of requirements quality. This will support organizations in
assessing their requirements and detecting relevant quality defects early.

This paper makes the following contributions:

1. a controlled experiment investigating the impact of requirements quality;

2. a conceptual replication of the only controlled experiment investigating the
impact of passive voice [34];

3. the application of BDA to requirements quality research, which is among the
first of its kind in RE; and

4. an archived replication package containing all supplementary material, includ-
ing protocols and guidelines for data collection and extraction, the raw data,
analysis scripts, figures, and results [280].

The remainder of this manuscript is organized as follows. Section 2 introduces
relevant related work. We present our research method in Section 3 and the results
in Section 4. We discuss these results in Section 5 before concluding our manuscript
in Section 6.

2 Background
Section 2.1 introduces the research domain of this work by summarizing existing
research on requirements quality. Section 2.2 motivates BDA—the statistical tool
employed in this work—by explaining its adoption in SE research.

2.1 Requirements Quality
Section 2.1.1 introduces the general area of requirements quality research and Sec-
tion 2.1.2 presents two research directions within. Section 2.1.3 summarizes the three
major shortcomings that currently challenge requirements quality research.

2.1.1 Requirements Quality Research
It is commonly accepted that the quality of requirements specifications impacts sub-
sequent SE activities, which depend on these specifications [1, 40]. Quality defects
in requirements specifications may, therefore, ultimately cause budget overrun [281]
or even project failure [18]. Two further factors aggravate the effect. Firstly, natural
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language (NL), which is inherently ambiguous and, hence, prone to quality defects,
remains the most commonly used syntax to specify requirements [21, 25]. Secondly,
the cost of removing quality defects scales the longer they remain undetected [3]. For
example, clarifying an ambiguous requirements specification takes comparatively
less effort than re-implementing a faulty implementation based on the ambiguous
specification. However, it requires detecting the ambiguity and predicting that the
ambiguity potentially causes the implementation to become faulty before it happens.
These circumstances necessitate managing the quality of requirements specifications
to detect and remove requirements quality defects preemptively.

Requirements quality research seeks answers to this need [6]. One main driver
of this research is requirements quality factors [41], i.e., metrics that can be evalu-
ated on NL requirements specifications to determine quality defects. For example,
the voice of an NL sentence (active or passive) is considered a quality factor, as
the use of passive voice is associated with bad requirements quality due to potential
omission of information [34]. Automatic detection techniques using natural language
processing (NLP) [51] can automatically evaluate quality factors to detect defects in
NL requirements specifications [130].

2.1.2 Existing Research on Passive Voice and Ambiguous Pronouns
We present two examples of commonly researched requirements quality factors in
the following sections.

Passive Voice One commonly researched requirements quality factor is using pas-
sive voice in natural language requirements specifications. A sentence in passive
voice elevates the semantic patient rather than the semantic agent of the main verb
to the grammatical subject [282]. For example, in the passive voice sentence “Web-
based displays of the most current ASPERA-3 data shall be provided for public
view.”, the patient of the providing process—the “web-based displays”—becomes
the grammatical subject of the sentence. Even though passive voice sentences may
still contain the semantic agent (e.g., “Web-based displays of the most current AS-
PERA-3 data shall be provided for public view by a front-end.”), writers often omit
it intentionally or unintentionally [172]. Figure 1 visualizes the omission of the se-
mantic agent in this exemplary requirement specification.

Omitting the semantic agent of a sentence in a passive voice formulation ob-
scures critical information in a requirements specification. Hence, requirements qual-
ity guidelines advise against using passive voice [33]. However, while several guide-
lines advise against the use of passive voice based on the theoretical argument of
information omission presented above [33, 158, 169, 171, 283], only two papers in-
vestigate whether passive voice has an actual impact on requirements quality: Krisch
et al. let domain experts rate active and passive voice requirements as either problem-
atic or unproblematic. They concluded that most passive voice requirements were
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Figure 1: Formalization of a requirements specification R2 using passive voice

unproblematic as the surrounding context information compensated the omission of
the semantic agent of the sentence [172]. Femmer et al. conducted an empirical in-
vestigation of the impact of the use of passive voice in requirements specification on
the domain modeling activity in a controlled experiment. They concluded that pas-
sive voice only causes missing relationships from the domain model, but not missing
actors or entities as initially assumed [34]. The limited evidence for the harmfulness
of using passive voice in requirements specifications [34, 172] stands in stark con-
trast to the amount of tools and approaches proposed to automatically detect quality
defects by identifying the use of passive voice [1, 90, 130, 133, 158, 169, 171, 284–
287].

Ambiguous Pronouns The inherent ambiguity of natural language [288] poses sev-
eral challenges for requirements specifications using natural language [22, 242]. One
commonly researched requirements quality factor related to ambiguity is the use of
ambiguous pronouns, which is a type of referential ambiguity [32]. An ambiguous
pronoun exhibits anaphoric ambiguity, that “occurs when a pronoun can plausibly re-
fer to different entities and thus be interpreted differently by different readers” [278].
For example, in the requirements specification “The data processing unit stores tele-
metric data for scientific evaluation; therefore, it needs to comply with the FAIR
principles of data storage.”, the pronoun it could syntactically refer to the “data pro-
cessing unit”, the “telemetric data”, or the “scientific evaluation.” Figure 2 visualizes
how a reader can resolve the reference.

To avoid deviating interpretations of a requirements specification, established
requirements quality guidelines advise against the use of ambiguous pronouns [33]
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Figure 2: Formalization of a requirements specification R3 using an ambiguous pronoun

at the expense of conciseness. However, the number of publications proposing tools
and algorithms to automatically identify and resolve ambiguous pronouns [36, 91,
144, 155, 278, 289–292] significantly outweighs the singular publication that actu-
ally has empirically investigated the effect of ambiguous pronouns. Kamsties et al.
investigated the effects of formalizing requirements, which included evaluating the
propagation of ambiguous pronouns from NL into more formal specifications [293].
Their experiment involving students revealed that 20-37% of all ambiguous pronouns
were incorrectly resolved while formalizing NL requirements specifications. While
Kamsties et al. concluded that requirements formalization does not sufficiently re-
solve ambiguities, these results also support the assumption that ambiguous pronouns
propagate into subsequent artifacts depending on the requirements specifications. On
the contrary, the scarce empirical work on the effect of ambiguity in general (not
specifically ambiguous pronouns) agrees that ambiguity has a negligible effect on
downstream software engineering activities [281, 294]. Other than these empirical
contributions, the aforementioned publications proposing solutions rather than inves-
tigating the relevance of the problem refer to deontic guidelines [33, 295], anecdo-
tal evidence about ambiguity in general [223, 296–298], or—in very rare cases—
cognitive science theory [288].

2.1.3 Shortcomings in Requirements Quality Research
The previous examples highlight at least three shortcomings from which require-
ments quality research suffers.
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Lack of empirical evidence First, the relevance of quality factors like passive
voice or ambiguous pronouns is rarely determined empirically [40]. Scientific con-
tributions proposing solutions (i.e., detecting or removing quality defects) outweigh
those investigating the actual extent of the assumed problem. Without knowledge
about this extent, it remains unclear whether a proposed solution addresses a prob-
lem that is actually relevant to practice.

Previous systematic research has come to the same conclusion. For example, in
a previous systematic study, we determined that the effect of quality defects is deter-
mined empirically in only 18% of the publications included in our sample [40]. Bano
et al. found only two publications within their sample of 28 studies that empirically
investigated the importance of ambiguity detection [242]. Montgomery et al. sys-
tematically investigated empirical research on requirements quality research and also
concluded that most studies focus on improving requirements quality (i.e., detecting
and removing defects) rather than defining or evaluating it (i.e., understanding the
actual effect) [6]. Instead, most requirements quality publications draw on anecdotal
evidence and unproven hypotheses [40]. This lack of empirical evidence undermines
the trust in requirements quality research and hinders its adoption in practice [8, 37,
173].

Lack of context Second, existing research mostly ignores the influence of context
factors on the effect of quality defects [40]. Context factors encompass all human and
organizational factors influencing the downstream SE activities involving require-
ments specification [88]. For example, the domain experience of a stakeholder or
the process model used during development may mediate the effect of ambiguity in
requirements specifications [281].

Requirements quality research has acknowledged the relevance of context fac-
tors to requirements quality [87, 135]. Recent propositions have advocated for a
shift away from the unrealistic goal of developing a one-size-fits-all solution to re-
quirements quality and, instead, moving towards more context-sensitive research [18,
152]. However, this initiative has shown little effect in requirements quality research
so far [40].

Lack of detailed projections Third, the few empirical contributions to require-
ments quality research limit their insights to categorical projections, i.e., the evalua-
tion of a quality factor on a requirements specification (e.g., using passive voice or
not using passive voice) are projected on a categorical scale (e.g., good quality or bad
quality). Most commonly, the categorical output space consists of two [71] (impact
or no impact) or three [2] (positive impact, no impact, or negative impact) categories.
This simplification inhibits a nuanced comparison of different quality factors. On an
absolute scale, a quality factor having an impact does not automatically entail that
this impact is significant and warrants resources for detection and mitigation. On
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Figure 3: Reduced version of the activity-based Requirements Quality Theory [40]

a relative scale, two quality factors that have an impact are impossible to compare
to allocate resources towards the more significant one. Consequently, even empiri-
cal contributions to the field of requirements quality lack sophisticated insights that
would support organizations in determining and dealing with relevant quality factors
to control during the RE phase.

Requirements Quality Research Gaps

Requirements quality research suffers from (1) a lack of empirical evidence
about the relevance of quality factors, (2) a lack of context-sensitivity, and (3)
evaluations of impact that are more fine-grained than categorical.

2.1.4 Requirements Quality Theory
Based on the identification of the above-mentioned shortcomings, we have developed
a requirements quality theory in previous research [40]. This theory frames require-
ments quality as the impact that properties of requirements specifications (called the
quality factors) in combination with context factors have on the properties (called
attributes) of activities that use these specifications as input. Figure 3 visualizes the
requirements quality theory.

The requirements quality theory facilitates overcoming the aforementioned short-
comings. Because the RQT makes the quality of a requirements specification de-
pendent on its impact on subsequent activities, it demands empirical evidence about
this impact before claiming that a quality factor reflects actual requirements quality.
The inclusion of context factors in the definition of requirements quality mandates
context-sensitivity. The abstraction of the impact concept allows for more advanced
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relationships between specifications and impacted activities than just the categorical
type.

However, while the requirements quality research draws on mature software
quality research [71, 72], it has not been actively used yet. Even the predecessor
of the theory [2] was explicitly ignored in follow-up research by its authors due to
the complexity of its implementation [130]. The work presented in this manuscript
constitutes the first application of the theory known to the authors.

2.2 Bayesian data analysis in software engineering
In recent years, SE research has adopted Bayesian data analysis (BDA) for statisti-
cal causal inference. BDA signifies a departure from frequentist methods like null-
hypothesis significance testing (NHST), the previous state-of-the-art in terms of in-
ferential statistics in SE research. NHST determines whether there is a “statistically
significant” difference between two or more distributions. Observations of a depen-
dent variable are stratified by an independent variable to obtain a binary answer of
whether or not different values of the independent variable correlate with different
distributions of the dependent variable.

Opposed to that, BDA encourages the use of causal frameworks [62]. These
frameworksmake causal assumptions explicit [248] and allow reasoning about causally
relevant variables [76, 299]. Furthermore, BDA abstains from reducing complex
variable distributions to binary inference [62]. Instead, dependent variables are ex-
pressed as a probability distribution, which preserves the natural uncertainty with
which any variable is determined. Similarly, the impact of any independent vari-
able on the dependent variable is expressed in terms of a probability distribution.
Using Bayes’ Theorem, these assigned prior probability distributions are updated
with observed data to obtain a posterior probability distribution [48]. Given the ob-
served data, these posterior probability distributions model the most likely impact of
variable values. BDA methods are becoming widely adopted also due to the mod-
ern computational power enabling Markov Chain Monte Carlo (MCMC) random-
ized algorithms [250], tools like Stan [300], and libraries like rethinking [62] and
brms [228].

While BDA is associated with a much steeper learning curve than frequentist
methods, it offers several advantages.

1. BDA is not based on the unsound probabilistic extension of the modus tollens
like frequentist hypothesis testing. The modus tollens (P → Q,¬Q ∴ ¬P , or
if P implies Q and Q is false, then P must also be false) applies to propositional,
Boolean logic, but not when inferring from probabilities [48].

2. BDA provides more complex insights than point-wise comparisons. Although
BDA lacks out-of-the-box statistical methods like frequentists’ t-tests that are
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simple to apply, its results reflect the uncertainty of the data, the influence of
context, and they can be interpreted more intuitively.

3. The causal framework entailed by BDA makes causal assumptions explicit.
The Bayesian workflow [227] makes any hypothesis of causal relations ex-
plicit. Analyses become more transparent, and competing causal assumptions
are easier to assess.

Furia et al. [48], and Torkar et al. [78] advocate for the adoption of BDA in
software engineering research by discussing its advantages over the frequentist coun-
terpart and mitigating its steep learning curve with extensive demonstrations [226].
SE researchers have begun to apply BDA in various evaluations. Previous studies
have used BDA to model bug-fixing time in open source software projects [301], to
confirm the broken window theory in SE [302], to investigate gender differences in
personality traits of software engineers [303], and to understand data-driven decision
making practices [304]. In the area of requirements engineering, BDA has been used
to evaluate the effect of obsolete requirements on software estimation [305] and to
compare requirements prioritization criteria [306].

3 Method
We conducted a controlled experiment that investigates the impact of requirements
quality on a software engineering activity. Our goal is both to (1) contribute empir-
ical evidence to the effect of quality defects and (2) compare the inferential capa-
bilities of frequentist (FDA) with Bayesian (BDA) statistics. Part of our experiment
contributes a conceptual replication [63] of the study conducted and reported by Fem-
mer et al. [34] and re-analyzed by us [81], as a subset of our hypotheses overlaps with
theirs and our study contributes diagnostic evidence for their claims [85]. Therefore,
we report the design of the experiment with emphasis on the replication following
the guidelines by Carver [307].

3.1 Goals
We formulate our goal using the goal-question metric approach [47]. We aim to char-
acterize the impact of passive sentences and sentences using ambiguous pronouns in
requirements on domain modeling with respect to the quality of the created domain
model artifacts from the point of view of software engineers in the context of an anal-
ysis of requirements from an industrial project. In this definition, software engineer
includes all roles that work with requirements specifications, including software de-
velopers, requirements engineers, business analysts, managers, and more. We derive
the following research questions from our goal:
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• RQ1: Do quality defects in NL requirements specifications harm the domain
modeling activity?

– RQ1.1: Does the use of passive voice in NL requirements specifications
harm the duration, completeness, conciseness, and correctness of the do-
main modeling activity?

– RQ1.2: Does the use of ambiguous pronouns in NL requirements speci-
fications harm the duration, completeness, conciseness, and correctness
of the domain modeling activity?

– RQ1.3: Does the combined use of passive voice and ambiguous pronouns
in NL requirements specifications harm the duration, completeness, con-
ciseness, and correctness of the domain modeling activity?

• RQ2: Do context factors influence the domain modeling activity?

– RQ2.1: Do context factors harm the domain modeling activity?
– RQ2.2: Do context factors mediate the impact of quality defects on the
domain modeling activity?

RQ1 is dedicated to the main relationship of interest between quality defects
and an affected activity. RQ1.1 aligns with the research question driving the origi-
nal study [34], which makes this part of our study a conceptual replication. RQ1.2
extends the scope of the investigation of quality factors with ambiguous pronouns.
RQ1.3 investigates the interaction between the two quality factors. RQ2 adds a
context-sensitive perspective to the relationship. RQ2.1 focuses on the direct effect
that context factors have on the affected activity. RQ2.2 investigates whether context
factors mediate the effect of quality defects on the activity.

3.2 Original Experiment
The original study [34] addresses the research question “Is the use of passive sen-
tences in requirements harmful for domain modeling?” The authors involved 15
university students from different study programs (2 B.Sc., 8 M.Sc., 4 Ph.D., one
unknown) in a controlled randomized experiment with a parallel design [47]. Each
participant was assigned to one of two groups and received seven requirements that
were formulated either using active or passive voice. The experimental task was
to derive a domain model from each requirement that contains all relevant actors,
domain objects, and associations between them. The study material and results are
available online.1

For the dependent variable, the authors calculated the number of missing do-
main model elements (i.e., actors, objects, and associations). Although the authors

1https://doi.org/10.5281/zenodo.7499290
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also recorded context variables, such as a categorical assessment of general knowl-
edge in SE and RE, these were not used in the analysis. The analysis followed a fre-
quentist approach performing a null-hypothesis significance test for each of the three
domain model elements to determine whether a statistically significant difference
between the experimental groups exists. The study shows a statistically significant
difference in the number of identified associations but not in the number of actors or
objects. The authors conclude that the commonly assumed impact of passive voice
on missing domain model actors is actually negligible, but passive voice impedes the
understanding of the relationships between entities in the requirements specification.
However, a re-analysis of their data rectified some causal assumptions in the analysis
and revealed that the effect of passive voice on the number of missing associations is
much smaller than originally claimed [81]. We will consider the original study [34]
together with the re-analysis of its data [81].

3.3 Reanalysis
The original study by Femmer et al. analyzed its data under simplified assumptions.
Among these is the assumption that the three dependent variables (number of missing
actors, objects, and associations) only depend on the main factor (use of active or pas-
sive voice). We challenged this assumption in a re-analysis of the original data [81]
for the following reasons:

1. In a small-scale experiment employing a parallel design, there is no measure
to control subject variability [50], such that context factors like experience or
skill might affect the dependent variables.

2. Missing an actor or object in the domain model (i.e., a node) necessarily causes
an association to be missed (i.e., an edge that would have connected these
nodes).

Figure 4a visualizes the causal assumptions of the original experiment [34]
as a directed acyclic graph [248] (the syntax of which is further explained in Sec-
tion 3.4.10) and Figure 4b shows the revision in scope of the reanalysis [81]. The
revision includes (1) two context factors that were already recorded but not used in
the original experiment, and (2) two causal relations between the response variables.

We performed a re-analysis, i.e., an independent analysis of the same data using
a different statistical model [83], which is sometimes referred to as a test of robust-
ness [85]. During this re-analysis, we replaced the NHSTs with regression models
that include context factors and the affecting response variables in the case of missing
associations.

The results of this re-analysis agree with the original study in that the effect of
passive voice on the number of missing actors and objects is negligible. However,
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(a) Original causal assumptions [34]

(b) Revised causal assumptions [81]

Figure 4: Causal assumptions about the impact of passive voice

the re-analysis disagrees with the original study regarding the effect of passive voice
on the number of missing associations. The re-analysis determined that passive voice
slightly increases the number of missing associations (βpv = 0.7). Still, the confi-
dence interval of this effect (CIpv = (−0.56, 1.90)) intersects 0 and is, therefore,
not significant. On the other hand, the effect of missing objects on missing associa-
tions was significant (βact = 1.12, CIact = (0.32, 1.96)). The re-analysis did not
find a significant effect of the available context variables on the response variables.
Our re-analysis concludes that the effect of passive voice on the domain modeling
activity is less significant than originally assumed [81].

3.4 Our Experiment
The reanalysis [81] of the study by Femmer et al. [34] did improve the conclusion
validity of the results but failed to address other shortcomings. For example, the
subject variability still threatened the internal validity of the results due to the parallel
design of the experiment [50], and the context factors were limited to those recorded
during the original study. Hence, we used their study as inspiration for our own
presented in this paper and aimed to improve upon the research design. During the
preparation of our study, we conferred with the authors of the original study andmade
the following changes to the original study.

• Experimental design: We employ a factorial crossover instead of a parallel
design, which minimizes the risk of confounding (i.e., each participant acts as
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their own control) while requiring a smaller sample [50].

• Independent variables: This study investigates—in addition to using passive
voice—the impact of ambiguous pronouns in requirements specifications and
their combined usage to extend the range of requirements quality defects.

• Dependent variables: We merged two types of elements in the domain model
(the nodes of the model, i.e., actors and objects) into a single type entity be-
cause they represent the same concept in the domainmodel (nodes) [34] and the
distribution in our experimental objects is heavily skewed (16/17 entities are
objects). Furthermore, we increased the dependent variables by additionally
evaluating the number of superfluous entities, the number of wrong associa-
tions, and the duration for creating the domain model.

• Sampling strategy: We sample from both students and practitioners of soft-
ware engineering to more accurately represent the target population of soft-
ware engineers. This change aims at increasing the external validity of our
results [211].

• Instrumentation: The participants performed the experimental task online
using a web-based application rather than offline using pen and paper. This
allows for more flexibility in reaching industry participants [211].

• Context factors: To obtain a richer understanding of the impact of quality
defects, we included seven additional context factors. This change made it
necessary to extend the questionnaire used in the original study to collect de-
mographic information from the participants.

• Experimental object: We sampled the objects from a data set of industrial
requirements specifications [308] rather than from a requirements specification
written in a student project [34] to increase the realism of the experimental
task [100].

• Analysis: The crossover design produces paired data as opposed to the un-
paired data of the original experiment, which changes the appropriate hypoth-
esis test [50] (Mann-Whitney U test in the original study vs. Wilcoxon signed-
rank test in this study). In addition, we extend the original FDA by performing
a Bonferroni correction to deal with family-wise error rate when testing mul-
tiple hypotheses [243]. Furthermore, we additionally analyze the data using
BDA.

Our experiment differs from the original experiment [34] in all elements [83].
However, because a subset of our hypotheses aligns with their hypotheses, part of our
study counts as a conceptual replication [63] since it contributes diagnostic evidence
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Figure 5: Domain modeling task example for requirement 4.

for the original claims [85]. In the rest of this subsection, we report the design of our
experiment following the guidelines by Jedlitschka et al. [309].

3.4.1 Experimental Task
We simulate the use of a requirements specification by subjecting participants to a
requirements processing activity, i.e., a common task representing the use of require-
ments [34]. In particular, we present four single-sentence, natural language require-
ments to the participants and request them to derive a domain model for each of them.
Figure 5 visualizes the expected domain model for the requirement “Every research
object is represented in a JSON-LD format and stored in a document database if it
contains a CC license.” which contains both of the two seeded quality defects. These
defects result in the following challenges according to literature [33]:

1. The verb in passive voice omits an important entity of the requirement; i.e.,
that the data processing unit stores the research object in a document database
(Label 1 in Figure 5).

2. The ambiguous pronoun “it” can syntactically be connected to several pre-
ceding noun phrases (“Every research object”, “JSON-LD format”, and “a
document database” or the implicit “Data Processing Unit”) by a reader but
semantically only applies to the research object (Label 2 in Figure 5).

The goal of the experimental task is to derive a semantically correct domain
model from the natural language requirement which includes identifying all entities
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(including the implicit ones) and connecting these entities correctly (including those
derived from syntactically vague associations).

The selection of dependent variables was driven by the activity-based require-
ments quality theory [2, 40]. Accordingly, requirements quality is measured by the
effect that quality factors have on the relevant attributes of requirements-dependent
activity. We selected the following dependent variables representing the relevant
attributes of the domain-modeling activity with the given motivation:

• Duration: the longer the domain modeling task takes, the more expensive it
is.

• Number of missing entities: entities missing from the domain model produce
potential cost for failing to involve the respective actor or object.

• Number of superfluous entities: entities added to the domain model but not
implied by the requirement unnecessarily constrain the solution space.

• Number ofmissing associations: associationsmissing from the domainmodel
produce a potential cost for failing to identify a dependency between two enti-
ties.

• Number of wrong associations: associations connecting two entities that es-
tablish an unnecessary dependency between them while neglecting an actual
dependency.

We characterize the domain modeling activity in terms of immediacy (duration),
completeness (missing entities and associations), conciseness (superfluous entities),
and correctness (wrong associations).

3.4.2 Hypotheses
The three independent variables ind ∈ {PV, AP,PVAP} (passive voice, ambigu-
ous pronoun, and the coexistence of passive voice and ambiguous pronoun) and the
five dependent variables dep ∈ {D, E−, E+, A−, A×} (duration, missing entities,
superfluous entities, missing associations, wrong associations) define our 15 null hy-
potheses as follows. ∑

ind∈{P V,AP,PVAP}

∑
dep∈{D,E−,E+,A−,A×}

H ind→dep
0

“There is no difference in {dep} of the domain models based on requirements
specifications containing no quality defect and requirements specifications contain-
ing {ind}.”

To capture the context of the experiment, we collected factors based on related
work [87, 88, 135], including the experience of a practitioner regarding software
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and requirements engineering, but also in SE roles and in the modeling task itself.
Additionally, we assume that the practitioners’ education and domain knowledge in-
fluence the dependent variables. Table 1 summarizes the variables involved in this
study.

The variables in Table 1 do not include a participant type that distinguishes stu-
dents from practitioners. While including such a variable is common practice in
SE research [255], meta-research on the eligibility of students as experiment partici-
pants suggests that the labels student or practitioner are merely a proxy for levels of
more meaningful factors like domain knowledge and experience [310]. Additionally,
the line between students and practitioners becomes increasingly blurred as students
more commonly gather industrial experience prior to or during their studies [311].
Consequently, we subsume the participant type variable by the causally more mean-
ingful and fine-grained variables of experience, education, domain knowledge, and
formal modeling training. We compared two models—one using the binary distinc-
tion and one using the more fine-grained variables—and determined that the latter
outperforms the former in predictive power, even though only slightly. This confirms
to us that the variables we used are at least as expressive as the binary participant type
variable.

3.4.3 Experimental Design
Our experimental design includes one factor (RQD) representing the alleged quality
defect seeded in a requirements specification. This main factor contains four treat-
ments: a control one (no defects) and three experimental ones (passive voice (PV),
ambiguous pronoun (AP), and both (PVAP)).

Given our sampling strategy involving industry practitioners, which are difficult
to recruit for controlled experiments [100], we anticipated a moderate sample size
of participants. Consequently, we opted for a crossover design [50] instead of a
parallel design, i.e., we apply every treatment to all subjects instead of distributing
the subjects among the treatments. Previously, Kitchenham et al. advised against the
use of crossover designs [49]. Mainly, the validity of crossover design experiments
is challenged by the following confounding factors:

1. the period in which a treatment is applied to a subject, as certain periods may
influence the dependent variables (e.g., participants may mature and perform
increasingly better the more often they perform the experimental task subse-
quently);

2. the sequence in which the treatments are applied to a subject, as certain se-
quences may have a beneficial effect on a dependent variable (e.g., there might
be an optimal sequence to apply the treatments in);

3. the effect from a previous treatment may carry over to the period when apply-
ing a subsequent treatment [50]; and
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Table 2: Variables of the study (experimental design factors)

Variable Description Data type Range

Period Index of the experimental period in which
the data was obtained

ordinal [1; 4]

Sequence Order in which a participants received the
treatments

categorical {1234, 1243, ..., 4321}

Carryover effect Interaction between the period and the
treatment

categorical {1 × none, 1 × P V , ...,
4 × P V AP }

Subject variability Index of a participant categorical {1, 2, ..., 25}

4. the subject variability, as software engineering tasks are highly dependent on
the skill of involved individuals [256].

However, recent adoptions of best practices from other disciplines made this
design applicable to SE research without compromising the validity of the results [50,
268]. The threats to validity can be mitigated during design and analysis [50] by
(1) randomizing the order of treatments and (2) including the independent variables’
period, sequence, the interaction between them (representing the carryover effect),
and subject variability in the analysis. Consequently, we consider the experimental
design variables listed in Table 2 in addition to the variables listed in Table 1.

When controlling the threats to validity, the crossover design provides two ben-
efits. Firstly, it requires fewer participants, as an experiment with np participants
and nt treatments yields np × nt observations instead of only np [47]. Secondly, it
accounts for subject-specific variability, as the dependent variables can be measured
in relation to the average response of each subject instead of the average response
of each treatment group [49]. Therefore, each subject acts as its own control and
mitigates within-subject variability.

Each experimental session contained four main periods in which we applied one
treatment to the subject. We randomized the order of treatment application to disperse
the confounding sequence and carryover effect [50, 312]. This resulted in 24 unique
sequences of treatment application (nt! = 24) and, consequently, 24 experimental
groups. The experiment was single-blinded—i.e., the participants did not know the
requirements’ sequence, but the researchers did.

3.4.4 Objects
The experimental object consisted of four English, single-sentence NL requirements
specifications R1-R4. An additional warm-up object (R0) preceded the actual exper-
imental objects, adding a fifth experimental period to each session. It was only used
to familiarize the participants with the experimental task and tool and was not consid-
ered in the data analysis. The four experimental objects were manually seeded with
defects corresponding to our four treatments: one requirement containing none of
the two faults, one containing a verb in passive voice, one containing an ambiguous
pronoun, and one containing both a verb in passive voice and an ambiguous pronoun.
The requirements’ mean length is 17.8 words (sd=4).
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The first author derived the experimental objects from the requirements specifi-
cation of the Mars Express ASPERA-3 Processing and Archiving Facility (APAF), a
real-world specification from the PuRE data set [308]. From this requirements spec-
ification, the first author selected five single-sentence natural language requirements
and modified them to ensure two defect-free requirements (one warm-up object R0
and one for the defect-free baseline R1) and three objects with the respective defects
(R2-R4). The second author reviewed and adjusted the selected objects.

3.4.5 Subjects
The target population of interest consists of people involved in software engineering
who work with requirements specifications. We used a non-probability sampling ap-
proach based on a mix of purposive and convenience sampling [211]. In particular,
we wanted to select participants who are diverse in terms of the context variables as
determined in Table 1, including their experience, education, and software engineer-
ing roles. We approached both students participating in RE courses at our respective
institutions and practitioners in our collaborators’ network to purposefully diversify
the experience and education of our sample. For all other demographic context fac-
tors (e.g., SE roles) we had to rely on convenience sampling.

We approached 52 potential candidates (32 practitioners and 20 students), and
27 candidates (19 & 8) agreed to participate in the experiment (response rate of 52%).
Two students did not show up to the agreed time slot. Our final sample includes 19
practitioners from six different companies and six students from two universities.
Participation in the experiment was entirely voluntary and not compensated. The
number of participants (np = 25) exceeded the number of experimental sequences
(nt! = 24) such that we had at least one subject per experimental group and evenly
dispersed any confounding sequence or carryover effect [50].

Figure 6 shows the distribution of experiment subjects’ experience in SE and RE
in years. which is widespread in our sample. Among the 25 participants, the reported
primary roles are developer (10), architect (6), requirements engineer (5), manager
(1), and no prior professional role (3). Students who have not yet had a professional
software engineering role constitute this last group. The distribution covers many
SE-relevant roles but excludes others, such as testers or product owners.

Among the 25 participants, 5 reported a high school degree as their level of ed-
ucation, 8 a Bachelor’s degree, and 12 a Master’s degree. No participant reported a
Ph.D. degree as their highest degree of education. Figure 7 visualizes the distribution
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of the participant’s experience in the four domains2 that contribute semantic knowl-
edge to understanding the requirements: aeronautics, telemetry, databases, and open
source. For the latter two, results are balanced across the different knowledge levels,
while the former two confirm our assumption that all participants had a low-level
knowledge of aeronautics and telemetry systems.

The experiment tool—the Google Draw plugin within the Google Document—
was unknown to most (18 never used it, 6 rarely, and 1 from time to time). A total
of 16 participants (64%) report having received a form of training in the modeling
activity. The modeling experience (never: 1, rarely: 11, from time to time: 10, often:
3) resembles a normal distribution. We did not discard data from participants who
reported having no modeling experience or formal training in modeling given that
our experiment included both comprehensive instructions and a warm-up phase as
described in Section 3.4.4.

Given the distribution of responses in these context variables, we disqualified
the following predictors: aeronautics domain knowledge, telemetry domain knowl-
edge, and experience with the experiment tool. These variables are not sufficiently
distributed in our sample of study participants, i.e., several categories of these vari-
ables are underrepresented. Consequently, they are unable to effectively block the
influence of that variable on the dependent variable [47].

3.4.6 Instrumentation
We used a Google Docs document3 for the task and a Google Form questionnaire4 to
collect demographic information. The Google Docs document lent itself to the task
due to its accessibility and its simple modeling tool with the embedded Google Draw-
ings. The modeling tool represented the optimal trade-off between complexity—as
neither previous knowledge nor additional software was necessary to conduct the ex-
perimental task—and suitability—as it contains all elements relevant to the domain
modeling task (i.e., nodes for entities and edges for associations). This main study

2Domain does not exclusively mean application domain, but rather any coherent ontology related
to a specific topic.

3https://www.google.de/intl/en/docs/about/
4https://www.google.com/forms/about/
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document explained the experimental task, an example of the domain modeling task,
and a short context description of the system from its original requirements specifi-
cation [308].

We created a survey questionnaire to collect demographic information relevant
to the experiment using Google Forms. All participants could answer the survey only
after completing the task to avoid fatiguing effects. At the beginning of the question-
naire, participants entered their assigned participant ID (PID), such that we could
connect their response to the experimental task to their response to the questionnaire
without storing any personal data. The questions were designed to collect all relevant
independent variables listed in Table 1.

We piloted the experiment in a session with two Ph.D. students in SE. We clar-
ified the instruction text and task descriptions based on the collected feedback.

3.4.7 Data Collection Procedure
We scheduled a one-hour session according to the availability of the participants.
Because of differing schedules and time zones, we scheduled 16 sessions with up to
three participants simultaneously. We conducted the sessions between 2023-04-03
and 2023-04-17.

Each session started with the first author explaining the general procedure of the
experiment and obtaining consent to evaluate and disclose the anonymized data. No
participant refused this consent and all data points could be included in the data eval-
uation procedure. Then, participants were instructed to read the prepared document
in order and complete the contained tasks. The document contained all descriptions
of the task such that all participants received the same instructions. The first author
oversaw all sessions to address technical difficulties and recorded the minutes each
participant spent per period. Ten minutes were estimated per period, but participants
were free to allocate their time. In case participants took longer than the scheduled
one hour, they completed the task in as much time as they required. Once the task
was complete, participants also filled in the questionnaire to provide demographic
information on context variables.

3.4.8 Data Preparation
To evaluate the collected data, we created a code book that characterizes issues in
domain models. We developed detection rules for each dependent variable of the
resulting product—i.e., missing entity, superfluous entity, missing association, and
wrong association—and summarized them in a guideline (available in our replica-
tion package [280]). Then, the first author manually evaluated the resulting domain
models of each participant using this guideline and recorded all detected issues.

The result of the coding process was a table where one row represents the evalua-
tion of one domain model. Given np = 25 participants and nr = 4 requirements, we
ended up with np × nr = 100 data points. Each data point contained the number of
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issues of each of the four types that occurred in the respective domain model. Finally,
we standardized numerical variables in the demographic data for easier processing.

To assess the reliability of the rating, the fourth author of the paper indepen-
dently recorded issues of three randomly selected participant responses, yielding an
overlap of twelve ratings. Since each domain model can contain an arbitrary number
of issues of each type, but our dependent variables only model the number of times
that an issue type occurred, we consider each rating of a domain model as a vector
of dimensions equal to the number of issue types. We then calculated the inter-rater
agreement of the same domain model using the Spearman rank correlation between
the vectors. The average cosine similarity is 77.0% and represents substantial agree-
ment. The two raters discussed the remaining disagreement and concluded that they
represented acceptable variance in the interpretation of participants’ responses.

3.4.9 Frequentist Data Analysis
We performed a frequentist data analysis of the experimental data as in the original
experiment [34]. Since the factor is categorical, all dependent variables are continu-
ous, and our samples are dependent, our statistical method of choice falls between the
parametric paired t-test [313] or the non-parametric Wilcoxon signed-rank test [314]
based on the distribution of the variables, which we evaluated using the Shapiro-Wilk
test results [315].

We reject a null hypothesis if the resulting p-value of a two-tailed statistical test
is lower than the significance level α. To account for type I errors when perform-
ing multiple hypotheses tests targeting the same independent variable, we apply the
Bonferroni correction [243]: we considered α′ = α

m where α = 0.05 and m is the
number of hypotheses tested for each value of the independent variable. For our five
families of hypotheses α′ = 0.05

5 = 0.01.
Additionally, we report the effect size [316] using Cohen’s D for the paired

student t-test [317] and the matched-pairs rank biserial correlation coefficient for
Wilcoxon signed-rank test [318].

3.4.10 Bayesian Data Analysis
We apply Bayesian data analysis with Pearl’s framework for causal inference [76]
to complement the frequentist data analysis [48]. Given the limited adoption of
Bayesian data analysis in software engineering research [48, 80, 226], we comple-
ment this method section with a running example for understandability. In this run-
ning example, we illustrate the methodological steps of Bayesian data analysis for
the hypothesis that requirements quality defects influence the number of wrong asso-
ciations in a resulting domain model.

Three steps [54], which are the major steps of Pearl’s original model of causal
statistical inference [76], comprise the analysis. We explain each step in the following
paragraphs.
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Modeling In the modeling step, we make our causal assumptions about the under-
lying effect explicit in a graphical causal model. The graphical causal model takes
the form of a directed acyclic graph (DAG) in which nodes represent variables and
directed edges represent causal effects [248]. Our DAG contains four groups of vari-
ables:

1. Treatment: The independent variable that represents the requirements quality
defect present in the requirement.

2. Context factors: The independent variables that represent the properties of the
participants.

3. Experimental design factors: The independent variables that represent all fac-
tors of the crossover experiment design influencing the response variables [50].

4. Response variables: The dependent variables.

The effect of the treatments on the response variables is the subject of the anal-
ysis. By including both context and confounding factors, their influence is factored
out from the treatments’ causal effect on the response variables. Consequently, the
effect of interest can be isolated from any confounding factor included in the DAG.
We assume causal relations—represented by edges in the DAG—between every in-
dependent (treatment, context, and confounding) and the dependent variables. Addi-
tionally, independent variables may influence other independent variables.

Figure 8 shows the DAG of the running example. The treatment, response vari-
able, and context factors correspond to the study variables as outlined in Table 1. The
experimental design variables correspond to the factors listed in Table 2. The exper-
imental period blocks the learning effect, i.e., the influence on the response variable
caused by repeatedly performing the task. The duration blocks the time effect, i.e.,
the influence on the response variable caused by the amount of time that a partici-
pant took for each instance of the task. Note that the factor tool experience listed in
Table 1 is missing from the DAG since we excluded it as explained in Section 3.4.5.
Note that the factor sequence listed in Table 2 is missing from the DAG since it is
confounded with subject variability (further explained in Section 5.4.1).

The DAG does not visualize the interaction effects we assume between two in-
dependent variables. An interaction effect occurs when the influence of one indepen-
dent variable on the dependent variable depends on the value of another independent
variable [62]. Visualizations of interaction effects in DAGs have been proposed [319]
but are not common practice. In the running example, we assume two interaction ef-
fects via the following hypotheses:

1. requirements quality * domain knowledge: domain knowledge can compensate
the effect of requirements quality defects [288]
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Figure 8: DAG for the analysis of wrong associations

2. requirements quality * period carryover effect [50]: the effect of a treatment
may be influenced by the treatments applied in previous periods

Identification Including an independent variable Z that has an assumed causal ef-
fect on both the treatment X (i.e., Z → X) and the outcome Y (i.e., Z → Y ) opens
a non-causal path (i.e., X ← Z → Y ) from the treatment to the outcome [299].
This so-called backdoor path introduces spurious associations. Consequently, blindly
moving forward with all variables may harm the causal analysis. Instead, the so-
called adjustment set of variables needs to be selected [62] in the identification step.
A series of four criteria [62] allows to make an informed selection of variables to
include in the final estimation step. This way, we avoid variable bias like colliders
which confound the causal effect between the treatment and the response variable.

In the running example, we assume the following causal relation between inde-
pendent variables. Themore experience a participant has in SE or RE, themore likely
it is that they have acquired respective domain knowledge (experience in SE/RE→
domain knowledge). We need to consider this relationship in the next step to avoid
attributing impact to the wrong independent variable. For instance, in the running ex-
ample, we need to distinguish whether experience in SE/RE has a direct influence on
wrong association or whether it just influences domain knowledge, which influences
the response variable.

Because we employ an experiment as our research method and fully control the
treatment, there is no influence of any other independent variable on the treatment
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variable.

Estimation In the estimation step, we perform a regression analysis. The regres-
sion analysis results in estimates of the response variable depending on the values of
the independent variables. The result of the regression analysis is a Bayesian model
trained with empirical data. The model provides the magnitude and sign of the effect
that each independent variable has on the dependent response variable.

The estimation step begins by selecting a distribution type (likelihood) that rep-
resents the dependent response variable [227]. We select the distribution type based
on themaximum entropy criterion [249] and ontological assumptions. Thismeanswe
select the least restrictive distribution that fulfills all ontological assumptions about
the variables’ properties.

In our running example, the response variable is a count of wrong associations
in a domain model. Consequently, the distribution must be discrete and only allow
positive numbers or zero. Additionally, the response variable is bounded by the num-
ber of expected associations of the domain model, i.e., the number of associations
in the sample solution, since a participant can only connect as many associations
wrongly in the model as there were associations expected. Any associations added
beyond the expected associations count as superfluous associations, a different re-
sponse variable. Consequently, we represent the response variable with a Binomial
distribution. The following formula encodes that the number of wrong associations
in one domain model i (E×

i ) is distributed as a Binomial distribution with the number
of trials equal to the number of expected associations (E) and a probability pi ∈ [0, 1]
of getting one association wrong.

E×
i ∼ Binomial(E, pi)

This formula assumes that the event—connecting one association wrong—is
independent, i.e., one wrong association does not influence the success of any other
association.

In the next step, we define the parameter that determines the response variable
distribution (in the running example: pi) in relation to the predictors selected in the
identification step. The following formula shows a simplified version of this param-
eter definition (excluding most of the previously mentioned predictors in Table 1 for
brevity).

logit(pi) = α + αP ID + βT
RQD ×RQDi + βSE × exp.sei

The logit operator scales the parameter pi to a range of [0, 1] since the prob-
ability parameter of the Binomial distribution only accepts this range of values [62,
320]. The parameter pi is, in this example, determined by the following predictors:
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1. Intercept (α): the grand mean of connecting an association wrongly, i.e., the
baseline challenge of getting an association wrong.

2. Group-level intercept (αP ID, where the results of one participant represent one
group): the participant-specific mean of connecting an association wrongly,
i.e., the within-subject variability of response variables [50] modeled via par-
tial pooling [247]

3. Treatment (RQDi): the influence of a requirements quality defect on the prob-
ability of connecting an association wrong (as an offset from the grand mean).

4. Software Engineering Experience (exp.sei): the influence of the subject’s soft-
ware engineering experience on the probability of connecting an association
wrong (as an offset from the grand mean).

The variables RQDi and exp.sei contain the values recorded during instance
i of conducting the experimental task and are each prefixed with coefficients βT

RQD

and βSE . These coefficients are Gaussian probability distributions that represent
the magnitude and direction of the influence that the variable values have on the
parameter pi and, therefore, on the distribution of the response variable. The mean
µ of the coefficient represents the average effect of the variable on the parameter
pi, and the standard deviation σ encodes the variation around this average effect. A
standard deviation of σ = 0 would mean that the variable has a deterministic effect
of strength µ on pi and, therefore, the distribution of the response variable. In reality,
this is highly unrealistic. Hence, the standard deviation captures the uncertainty of
the effect of a variable on pi.

Special cases of variables are the intercepts α and αP ID, which are probability
distributions without any variable and, hence, represent the predictor-independent
general and participant-specific probability of connecting an association wrong. In
the beginning, we assign probability distributions spread around µ = 0 (βT

RQD ∼
Normal(0, 0.5)), so-called uninformative priors, to these coefficients. These dis-
tributions encode our prior beliefs about the influence of the respective predictor,
i.e., that it is yet unknown whether the predictor has a positive (µ > 0) or nega-
tive (µ < 0) influence on pi. Only where previous evidence for the impact of a
predictor on the response variable exists, we select more informative priors. For
example, the experiment by Femmer et al. [34] indicates that missing entities and
missing associations are in general rare, which we represent in our priors by select-
ing α ∼ Normal(−1, 0.5) for the intercept.

We assess the feasibility of the selected prior distributions via prior predictive
checks [230]. During this check, we sample only from the priors, i.e., we predict
the response variable given the recorded data of independent variables and the prior
probability distributions of the predictor coefficients. Figure 9 visualizes the result of
the prior predictive check. The grey bars represent the actual observed distribution
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Figure 9: Predictive checks with prior and updated posterior coefficient distributions

of the response variable. For example, 75 domain models contained zero wrong
associations. The distribution of predicted values for the response variable (cyan
whisker plots) encompasses the actual observed distribution of the response variable.
This confirms that the actually observed distribution is approximately determined by
the uninformative prior distributions.

Upon confirmation of the priors’ feasibility, we train the Bayesian models with
the data recorded during the experiment. We conducted the analysis using the brms
library [228] in R. Hamiltonian Monte Carlo Markov Chains (MCMC) [250] update
the coefficient distributions based on the empirical data. During this process, the
parameters of the coefficient distributions are adjusted to better reflect the response
variable based on the predictor variable values.

After the training process, we perform posterior predictive checks, which work
similarly to the prior predictive check but use the updated posterior coefficient distri-
butions instead of the prior distributions. Figure 9 also visualizes the posterior pre-
dictive check for the running example. The distribution of the predicted values (red
whisker plots) still encompasses the actually observed distribution of the response
variable but has narrowed around these values. This indicates that the posterior dis-
tributions encode the influence of the predictor variables more accurately than the
prior distributions, i.e., that the model has successfully gained predictive power dur-
ing the training process.
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To overcome the problem mentioned in the identification step, i.e., attributing
impact to the wrong predictor, we train additional models per response variable to
test for conditional independence [62]. For example, to determine the correct causal
relationship between the two independent variables experience in SE, domain knowl-
edge, and the dependent variable, we train two additional models where each one
misses one of the two variables [80]. After training, we compare the posterior dis-
tributions of the remaining parameter coefficients. If a posterior distribution signif-
icantly moves from |µ| > 0 towards µ = 0 when including a variable, then the
response variable is independent of that variable when conditioning on the included
variable. The model does not gain any further information from the variable with
µ ≃ 0, and its causal relation is disputed. If the posterior distribution does not devi-
ate significantly when including another variable, its causal impact is confirmed.

Finally, we perform a stratified posterior prediction to answer our research ques-
tions. To this end, we construct a synthetic data set with four data points, one for each
value of the main factor variable (i.e., baseline, PV, AP, PVAP). We fix all other in-
dependent variables at representative values—i.e., the mean for continuous and the
mode for discrete variables. Then, we sampled 6, 000 predictions for each of the four
data points. This isolates the effect of the treatment but maintains the uncertainty of
the influence of every independent variable encoded in the standard deviation of ev-
ery predictor coefficient and, hence, more accurately describes the causal relationship
between the treatment and the outcome. We compare the 6, 000 predictions of each of
the three treatments (PV, AP, PVAP) with the 6, 000 predictions from the baseline (no
defect) and count how often the treatment causes a higher, equal, or lower outcome
variable. We scale these values to percentages to summarize the effect of the treat-
ment on the outcome variable. This evaluation avoids a point-wise reduction of the
results and comparison to an arbitrary significance level as customary in frequentist
analyses [305]. Rather than providing a binary answer to the hypotheses, we present
the more informative distribution of results. However, for the sake of reporting, we
consider the distribution of the duration variable skewed if the two percentages differ
from the mean (50%) by 10% each and consider the other distributions skewed if the
two percentages differ by 10% from each other.

Additionally, we plot the marginal effect of selected independent variables to
visualize their isolated impact on the response variable. The isolated impact reveals
how context and confounding factors influence the response variable. This includes
visualizing the carryover effect, i.e., the interaction between the treatment and the
period.

4 Results
Section 4.1 shows the results of the frequentist and Section 4.2 the results of the
Bayesian data analysis. Section 4.3 compares the part of our results that contributes
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a conceptual replication to the original study. Section 4.4 compares the results from
our FDA to the results from our BDA.

4.1 Frequentist Data Analysis
Table 3 shows the mean and median values of the response variables similar to how
they are reported by Femmer et al. [34]. Note that the results are not directly compa-
rable to those in the original study as both our experimental objects and treatments
varied.

Table 3: Mean and median response variable values (reported as mean/median in each cell)

Defect Duration D Missing Entities
E−

Superfluous En-
tities E+

Missing Associ-
ations A−

WrongAssocia-
tions A×

none 7.38/6.5 0.23/0 0.5/0 0.38/0 0.08/0
PV 6.88/7 0.81/1 0.42/0 0.81/1 0.62/0
AP 7.12/6 1.23/1 0.96/0.5 1.12/1 0.54/0.5
PVAP 7.96/7 1.27/1 0.46/0 1.38/1 0.38/0

Table 4 lists the results of our frequentist data analysis and relates them to the
results from the original study [34].

Table 4: Results of frequentist analysis including the p-value of the hypothesis test (p), confidence interval (CI),
and effect size (ES). Statistically significant results in bold (original study α = 0.05, this experiment α′ = 0.01).

Outcome Treatment Original [34] Replication
p CI ES p CI ES

Duration
PV 0.67 (−0.4, 0.7) -0.13
AP 0.86 (−0.7, 0.86) 0.01
PVAP 0.49 (−0.5, 0.25) 0.14

Missing Ac-
tors

PV 0.10 (0, ∞) 0.39

Missing Ob-
jects

PV 0.25 (−1, ∞) 0.25

Missing
Entities

PV ≪ 0.01 (−1, 0) -0.79
AP ≪ 0.01 (−1.5, 0) -0.93
PVAP ≪ 0.01 (−2, 0) -0.81

Superfluous
Entities

PV 0.64 (−0.5, 0) 0.14
AP 0.19 (−2.5, 0) -0.41
PVAP 0.62 (−1, 1) 0.15

Missing
Associations

PV 0.02 (1, ∞) 0.75 0.025 (−1, 0) -0.58
AP ≪ 0.01 (−2, −1.5) -0.87
PVAP ≪ 0.01 (−2, −1) -0.84

Wrong
Associations

PV 1.0 (0, 0) 0.0
AP ≪ 0.01 (−1, 0) -0.85
PVAP 0.052 (−1.5, 0) -0.67

The frequentist data analysis suggests rejecting the following hypotheses and,
therefore, proposes the following effects as statistically significant (with α′ = 0.01):

1. HP V →E−
0 : passive voice impacts the number of missing entities

2. HAP →E−
0 : ambiguous pronouns impacts the number of missing entities
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3. HPVAP→E−
0 : the co-occurrence of passive voice and ambiguous pronouns im-

pacts the number of missing entities

4. HAP →A−
0 : ambiguous pronouns impact the number of missing associations

5. HPVAP→A−
0 : the co-occurrence of passive voice and ambiguous pronouns im-

pacts the number of missing associations

6. HAP →A×
0 : ambiguous pronouns impact the number of wrong associations

The associated effect size is considered large [321] in all cases.

4.2 Bayesian Data Analysis
This section follows the methodology described in Section 3.4.10 by presenting the
DAG in Section 4.2.1, posterior predictions in Section 4.2.2, and marginal plots in
Section 4.2.3.

4.2.1 Causal Model and Adjustment Set
Figure 10 visualizes the DAG that graphically models our causal assumptions. It is
an extension of Figure 8, the running example, including all five dependent variables.
To preserve the readability of the DAG, we introduce a distributor node. This node
substitutes the connections from the source of every incoming edge to the target of
every outgoing edge.

The edges represent the same causal reasoning as presented in the running exam-
ple in Section 3.4.10. We assume that all independent variables (treatments, context
factors, and experimental design factors) have an impact on all dependent variables.
The impact of the requirements quality defect (the three treatments) is the relationship
of interest in our analyses. In addition, to the already described impact of experience
in SE on domain knowledge, we assume the following causal relationships:

1. Duration impacts all other dependent variables: Since we did not constrain the
time for each period, different amounts of minutes taken for each object may
influence the results. Taking a longer time for one domain model may reduce
the amount of defects in the final model.

2. Missing entities impact missing associations: If an entity is missing from the
domain model, any association involving that entity will also be missing (as
already supported by our re-analysis [81]).

Equally notable are the non-existing associations between nodes, especially be-
tween context factors. In our DAG, we only assume an impact of experience in
SE/RE on domain knowledge (as explained in Section 3.4.10). We do not assume,
for example, a causal relation between education and experience in SE/RE as higher
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Figure 10: Directed acyclic graph visualizing all causal assumptions

levels of education do not entail more industrial experience or vice versa. Similarly,
we assume education to be independent of domain knowledge as most educational
programs known to us are domain-independent. The resulting set of associations
visualized in Figure 10 corresponds to the authors’ shared beliefs that warrant as-
suming causal relationships between two variables. While we do not expect every
reader to share these beliefs, we hope that the explicit and transparent documentation
of our assumptions invites constructive, iterative improvements by challenging them
via empirical investigations.

The DAG from the running example in Figure 8 lists the variable duration as an
independent variable, while the final DAG in Figure 10 lists it as a response variable.
The variable duration takes on two distinct roles depending on the current analysis.
In the case where the analysis targets the effects on the duration, it is the sole response
variable. In all other cases, it is an independent variable.

In the second step in the statistical causal inference [54], the identification step,
we found the adjustment set to include all variables for prediction. To discern the im-
pact of independent variables with causal relations among them, we developed com-
parison models in which certain variables were excluded. The comparison showed
that the exclusion did not change the estimations of the coefficient distributions.
Hence, we assume all causal relationships are feasible and evaluate the full model,
including all eligible variables as predictors.
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4.2.2 Posterior Predictions
Based on maximum entropy [249], we model the five response variables using the
following probability distributions. The duration is centered around the global mean,
therefore, we model it with a Gaussian distribution around µ = 0. The number of
superfluous entities is an unbounded count with an index of dispersion of about 1.5,
hence, we model it as a negative binomial distribution. Missing entities, missing
associations, and wrong associations are bounded counts and, hence, modeled as Bi-
nomial distributions. Table 5 contains the result of the predictions from the posterior
distributions. Each cell contains the resulting likelihood that the occurrence of a fac-
tor causes fewer or more issues of the respective outcome compared to the baseline
of no quality defects5. The larger the difference between the likelihood of more (+)
than fewer (−) issues, the stronger the effect of that factor on the outcome. If the
likelihood of more (+) issues outweighs the likelihood of fewer (−) issues, the fac-
tor has a negative effect. If the two values are similar, then the factor has no clear
effect on the outcome.

Table 5: Likelihood that a treatment produces fewer (−) or more (+) occurrences of the respective outcome
variable.

Outcome PV AP PVAP
- + - + - +

Duration 57.2% 42.8% 51.7% 48.3% 44.8% 55.2%
Missing entities 29.6% 32.5% 24.7% 40.1% 27.4% 35.6%
Superfluous entities 26.6% 22.5% 22.5% 33.3% 26.4% 24.6%
Missing associations 25.0% 45.0% 20.2% 51.2% 22.2% 49.4%
Wrong associations 10.5% 11.5% 5.2% 44.6% 6.9% 31.5%

For example, the first two cells in the second row of Table 5 state that using
passive voice causes fewer missing entities in 29.6% and more missing entities in
32.5% of all cases. In the remaining 37.9% of all cases, passive voice causes neither
more nor fewer missing entities. Given this balance, the effect of passive voice on
missing entities is unclear, and there is not enough evidence to reject HP V →E−

0 .

Result of Posterior Predictions

The following effects are likely given the skewed distribution of posterior pre-
dictions: passive voice, ambiguous pronouns, and their co-occurrence cause
an increasing number of missing associations. Ambiguous pronouns cause
an increasing number of wrong associations. Ambiguous pronouns cause an
increasing number of missing and superfluous.

We use an arbitrary threshold of 10% to report notable results in textual form.
Refer to Table 5 for the actual, more fine-grained results.

5The remaining cases (100% − less − more) are omitted from the table
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Figure 11: Impact of missing entities on missing associations.

4.2.3 Marginal and Conditional Effects
Marginal plots visualize the isolated effect of specific predictors when fixing all other
predictors to representative values. In the following, we present selected marginal
plots that show the effects of interest. The remaining plots can be found in our repli-
cation package.

Missing entities impact missing associations Figure 11 visualizes the effect of
the number of missing entities on the number of missing associations. The y-axis
represents the expected value of missing entities over multiple attempts with a trial
size of one. Hence, it corresponds to the likelihood of missing one entity.

The plot supports the assumption that missing an entity promotes missing an
association, which the original experiment did not consider and instead attributed
the missing associations fully to the use of passive voice [34]. In fact, the strength
of the effect of passive voice on missing associations (µP V

RQT = 0.38) is similar to
the strength of the effect of missing entities on missing associations (µE− = 0.40).
However, the uncertainty of the impact of passive voice (σP V

RQT = 0.32) is higher than
that of missing entities (σE− = 0.09). This means that the effect of missing entities
on missing associations is much more reliable than the effect of passive voice on
missing associations.

Impact of duration Figure 12 visualizes the impact of relative duration (i.e., devia-
tion in duration from the overall average time of creating a domain model in minutes)
on the two response variables superfluous entities and wrong associations. The red
estimate shows that the longer a participant took to generate a domain model (relative
duration > 0), the more likely they were to introduce superfluous entities. The cyan
estimate shows that the shorter time a participant took to generate a domain model
(relative duration < 0), the more likely they were to connect an association wrongly.
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Figure 13: Marginal effect of prior formal training in modeling on the number of wrong associations

Impact of previous training in modeling Figure 13 visualizes the impact of prior
formal training in modeling on the number of wrong associations in a domain model.
A participant with prior formal training (formal = TRUE) shows a slightly lower
likelihood of connecting associations wrongly. The overlapping confidence intervals
do, however, indicate a strong variance of the effect.

Impact of remaining context factors None of the remaining context factors has a
stronger effect on any of the response variables than the previously mentioned impact
visualized in Figure 13. This means that the other context factors are neither notable
(µ > 0.4) nor significant (σ < µ). The replication package contains a detailed
summary of all coefficients.

Interaction between domain knowledge and the treatment Conditional plots vi-
sualize interaction effects between two predictors. Figure 14 visualizes the interac-
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Figure 14: Interaction effect between domain knowledge and the treatment on the number of wrong associ-
ations

tion effect between domain knowledge about open source and the treatment on the
number of wrong associations. The figure shows that the impact of ambiguous pro-
nouns (cyan whisker plots) on the response variable number of wrong associations di-
minishes the greater the domain knowledge about open source. For the co-occurrence
of ambiguous pronouns and passive voice (purple whisker plots), the effect is less
pronounced but symmetrical, i.e., the factor has the strongest impact on the response
variable when the domain knowledge is medium. However, the effect contains high
uncertainty when the treatment involves ambiguous pronouns, represented by the
large and overlapping confidence intervals (cyan and purple whiskers in Figure 14).
The collected data does not suffice to support the significance of this effect.

Result of Marginal and Conditional Effects

Most context factors do not show a significant impact on either the response
variables directly or mediate the effect of quality defects. The few context
factors that do show an impact are not significant.

4.3 Comparison of original with our Study Results
For the part of our study that serves as a conceptual replication, we compare the
results of the original study [34] and its re-analysis [81] with our results [307]. Re-
garding HP V →E−

0 , we obtain conflicting results from the FDA as we reject the null
hypothesis while the original study does not, but consistent results from the BDA, as
the distribution of the posterior prediction of missing entities is balanced. We obtain
conflicting results for HP V →A−

0 from the FDA as we cannot reject it as in the origi-
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nal study. Our BDA suggests that passive voice has a slight impact on the number of
missing associations (25.5% less and 45.0% more likely to miss an association). The
result of the BDA does not suppose an effect as strong as the original study, but it
does agree with the re-analysis of the original study [81] on a slight impact. Overall,
the results of our BDA agree with the reanalyzed results of the original study. The
variation of study elements (e.g., experimental subjects and objects) [83] increases
the replicability space within the generalizability space [85] and identifies those ele-
ments as non-influential [84] to the original claim.

Comparison of Studies

The results of the frequentist analyses of the original and our study differ.
However, the more thorough Bayesian data analysis agrees with the properly
re-analyzed original results. Due to the variation of several elements of our
study from the original study, the conceptual replication extends the external
validity of the original claim that passive voice has only a slight impact on the
domain modeling activity.

4.4 Comparison of FDA with BDA Results
Secondly, we compare the results of our frequentist data analysis with the results of
our Bayesian data analysis. We obtain consistent results [307] forHP V →D

0 ,HAP →D
0 ,

and HP V AP →D
0 . Neither the frequentist nor Bayesian analysis suggests an impact

of the treatment on the relative duration to create a domain model.
The frequentist analysis rejects H

RQD∈{P V,AP,PVAP}→E−

0 , while the Bayesian
analysis remains more cautious. The posterior predictions in Table 5 show a tendency
towards the treatment having an impact, but with large uncertainty. Additionally,
marginal plots of the Bayesian analysis reveal that the primary role, experience with
domain modeling, and education impact the dependent variable. Both analyses agree
that H

RQD∈{P V,AP,PVAP}→E+

0 cannot be rejected, though the Bayesian analysis at-
tributes a tendency of causing superfluous entities to ambiguous pronouns.

The frequentist analysis suggests to reject H
RQD∈{AP,PVAP}→A−

0 , i.e., ambigu-
ous pronouns and their coexistence with passive voice influence the number of miss-
ing associations. The Bayesian analysis again shows a tendency towards an impact
but retains its uncertainty about the effect. Marginal plots instead emphasize the
influence of missing entities on the response variable.

The analyses agree on the impact of ambiguous pronouns on the number of
wrong associations and suggest to rejectHRQD∈{AP,PVAP}→A×

0 . Both the large effect
size and the skewed distribution of posterior predictions support the existence of a
causal effect of ambiguous pronouns on wrong associations in a domain model.
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Comparison of Analysis Methods

The results of our frequentist analysis differ from our Bayesian analysis: the
Bayesian data analysis remains more cautious about several effects suggested
by the frequentist analysis. The extended casual model attributes part of the
effect on the response variable on other independent variables than the treat-
ment.

5 Discussion
Section 5.1 answers the research questions. Section 5.2 discusses implications for
requirements quality practice and Section 5.3 for requirements quality research. Sec-
tion 5.4 presents the threats to validity.

5.1 Answers to research questions
5.1.1 Answer to RQ1
RQ1.1: Impact of passive voice. Using passive voice in natural language require-
ments specifications has a slightly negative effect on the domain modeling activity
regarding missing associations. This finding aligns with the conclusions drawn by
the original study by Femmer et al. [34, 81]. However, the Bayesian data analysis
emphasizes that both context factors, and especially the number of missing entities,
have a significant impact on the number of missing associations as well. Overall,
these results support the claim that passive voice can have a negative impact in spe-
cific cases but is overall not a significant factor in subsequent activities depending
on the requirement [34, 172].

RQ1.2: Impact of ambiguous pronouns. The use of ambiguous pronouns has a
strong effect on the number of wrong associations in the resulting domain model.
Additionally, using ambiguous pronouns has a slight negative effect on the num-
ber of missing and superfluous entities and missing associations. This confirms the
risk of using ambiguous pronouns that have been mainly hypothesized in previous re-
search [278] and explains the focus on ambiguity in requirements quality research [6].
An ambiguous pronoun in a requirements specification has a 44.6% chance of causing
a wrongly connected association in the domain model, limiting the model’s correct-
ness and propagating risk to further activities.

RQ1.3: Combined impact. The co-occurrence of passive voice and ambiguous
pronouns has a strong effect on the number of wrong associations. Additionally, it
has a slight effect on the number of missing entities and associations. The impact
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correlates with but never exceeds the effect of pure, ambiguous pronouns. This sup-
ports the assumption that passive voice does not create any further impact in addition
to the effect of ambiguous pronouns.

5.1.2 Answer to RQ2
RQ2.1: Impact of context factors. Only a small number of context factors in-
cluded in the study show a notable effect on the response variables. The duration of
the domain modeling activity confirms assumed patterns: taking shorter than average
increases the chance of missing elements or connecting associations wrongly, taking
longer time than average increases the chance of adding superfluous entities. Prior
formal training in modeling shows a slight yet not significant positive effect.

RQ2.2: Mediation of context factors. The interaction effect between domain
knowledge and the treatment shows that higher domain knowledge can mitigate the
negative effect of quality defects on response variables. In particular: higher domain
knowledge reduces the chance of connecting associations incorrectly. While the ef-
fect still exhibits a large variance, this hints at the possibility of compensating quality
defects with domain knowledge.

5.2 Implications for Requirements Quality Practice
The presented results indicate that the negative impact of two requirements quality
defects can differ significantly. When allocating resources toward detecting and re-
moving specific quality defects from requirements specifications, organizations can
make informed decisions based on the calculated impact of the respective quality
factor. In our case, we recommend explicitly detecting and resolving ambiguous pro-
nouns, while passive voice is not critical enough to deserve dedicated attention. This
aligns with the common perception in requirements quality research that ambiguity
receives the most attention [6] while using passive voice rarely has a tangible im-
pact [172]. By filtering requirements writing guidelines for quality factors that have
ameasurable effect, we expect greater acceptance of requirements quality assessment
tools in practice [8, 9].

Additionally, measuring the effect of a quality defect on the relevant attributes of
activities that use these requirements allows quantifying it economically [40]. While
the cost of a quality defect is hard to determine, a company can quantify the cost of
activities’ attributes like increased duration. This economic perspective provides ad-
ditional decision support for companies when assessing whether it is worth detecting
and removing a specific quality defect [135].

Finally, the potential influence of context factors on the impact of quality defects
on affected activities may incentivize organizations to invest in developing these fac-
tors. For example, improving domain knowledge and providing formal modeling
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training may compensate for quality defects.

5.3 Implications for Requirements Quality Research
Employing Bayesian data analysis to investigate the impact of requirements quality
defects provides sophisticated and sensitive insights necessary to propel requirements
quality research [40]. The result of the analysismodels both the direction and strength
of an impacting factor while retaining information about its certainty. These insights
go beyond the point-wise comparison and binary result of frequentist analyses [48].
The frequentist analysis fails to compare the impact of quality defects on the response
variables, as even the calculated effect sizes are similar (0.79 < |ES| < 0.93). The
Bayesian data analysis, on the other hand, clearly shows that some effects are much
stronger (e.g., HAP →A×

0 ) than others (e.g., HP V →A−
0 ). Still, the BDA relies on the

causal model expressed in a DAG, statistical assumptions about variable types and
their independence, and the validity of constructs. Therefore, the results obtained
via BDA cannot be seen as more valid by design. However, the BDA is more trans-
parent and allows critical debate—e.g., about the causal assumptions underlying our
analysis in Figure 10—which facilitates the incremental improvement of empirical
studies.

Including context factors in the prediction allows comparing the impact of re-
quirements quality with the impact of human and process factors, revealing which
causes changes in the response variable. These context factors can also represent the
properties of non-human agents like generative artificial intelligence (GenAI) mod-
els which are increasingly employed for RE tasks. Involving context factors like
the version number of a GenAI model, its parameters, its context window, and other
factors in empirical studies resembling our approach will allow to investigate which
configurations of these models excel at performing their RE task.

Abandoning simpleNHSTs for identifying relevant factors of requirements qual-
ity and instead opting for a proper framework for causal inference like BDA will
increase the likelihood of solving problems with practical relevance [9] that justify
subsequent tool development [52]. Empirical studies with explicit causal assump-
tions (e.g., visualized as DAGs) and sophisticated analyses will produce context-
sensitive evidence that can be synthesized in the common framework of the require-
ments quality theory [40]. The continuous synthesis of evidence from individual
studies in this common framework will produce more reliable and generalizable con-
clusions [42, 322] and effectively address the lack of empirical insights in require-
ments quality research [6].

Using a controlled experiment benefits the investigation of the quality factor [34].
The DAG shown in Figure 10 visualizes this control, as no other factor influences
the treatment in question. This eliminates spurious associations that could confuse
the results [62]. On the other hand, the cost of conducting a controlled experiment—
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especially with participants from industry—cannot be neglected [100]. Luckily, sta-
tistical causal inference via Bayesian data analysis works equally well with observa-
tional data, as shown by Furia et al. [80].

Finally, Bayesian data analysis allows for incremental improvement of empir-
ical inquiry regarding requirements quality. The causal assumptions that the DAG
makes explicit can be reviewed, discussed, and updated to inform future empirical
methods. Insights derived from Bayesian data analysis can be used as prior knowl-
edge in subsequent analyses, just as we sensibly used previous results [34] to inform
our priors.

Worth noting is that our comparison between FDA and BDA conflates the use
of causal frameworks with advanced Bayesian statistics. An FDA can also employ
causal frameworks that mitigate parts of the shortcomings mentioned in Section 2.2,
as previously shown by Furia et al. [80]. However, frequentist approaches tend to
limit their analyses to the treatment and the response variable, disregarding potential
context [87] or experimental design factors [50]. BDA, on the other hand, entails the
use of an explicit causal framework [62, 299], which is why we support the recom-
mendation of abandoning FDA for BDA in SE research [48, 78].

Implications

Quality defects in requirements specifications have a varying impact on af-
fected activities that depend on them. Context factors may compensate for
this impact but require better metrics to quantify them. Bayesian data anal-
ysis provides more fine-grained insights into these effects than frequentist
methods.

5.4 Threats to Validity
We present and discuss threats that could affect our study based on the guidelines by
Wohlin et al. [47] and extended by the guideline by Vegas et al. [50] for the specific
threats caused by the use of a crossover design. The threats to validity are prioritized,
considering our work focuses on replicating the first study testing a causal theory
predicting the impact of requirements quality factors on downstream development
tasks.

5.4.1 Internal validity
Our design and the blind nature of the experiment avoid the threat to selection-matura-
tion interaction. Nevertheless, the new settings (i.e., online asynchronous experi-
ment) may have caused a diffusion or imitation of treatments—i.e., information may
have been exchanged among the participants. The experiment supervisor monitored
the participants to prevent their communication with each other and asked them not
to distribute the experimental task and materials. We acknowledge that selection can
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bias our sample as volunteers are generally more motivated to perform in an experi-
mental task [211].

The crossover design emits additional threats to validity [50]. We mitigate the
learning by practice effect—i.e., participants getting better when repeating the exper-
imental task—in three ways: Firstly, we disperse the learning effect evenly at design
time by randomizing the sequences of treatments. Secondly, we include a warm-up
object to get participants used to the task and tool but exclude that data from the anal-
ysis. Thirdly, we include the period variable as a predictor to factor out the learning
effect during the analysis. We avoid the threat of copying by prohibiting communi-
cation among participants and using experimental objects where solutions cannot be
copied from one task to another.

The threat of optimal sequence describes the risk that there is a sequence in
which the treatment is applied, which optimizes the participants’ performance in de-
riving domain models. We cannot block this threat at analysis time as the sequence
and participant IDs are highly correlated. This is because we could—in all but one
case—assign only one participant (np = 25) to each sequence (ns = nr! = 4! = 24).
Because of this strong correlation, the Bayesian model is incapable of distinguish-
ing between the impact of the sequence (βseq) from the within-participant variance
(αP ID) [50]. More participants per sequence would have been necessary to block
the threat of an optimal sequence, but these were unavailable to us.

Finally, we address the threat of carryover—i.e., the change of the impact caused
by the period in which the treatment was applied—at analysis time by including the
term period∗ treatment in the predictors. This way, the carryover effect is factored
out from the impact of the treatment and analyzable from the posterior distributions.

5.4.2 Conclusion validity
We addressed the reliability of measures threat by creating and disclosing evalua-
tion guidelines and peer-reviewing the extraction of the dependent variables from
the collected domain models. Despite the acceptable inter-rater agreement score, an
in-depth qualitative evaluation of the remaining disagreements may be beneficial to
further improve the evaluation instrument and, therefore, the reliability of the results.
We addressed the random heterogeneity of the subjects by a design in which each
participant acts as their own control group.

Moreover, we focused on including and analyzing context variables related to
the participants’ experience. Our sample of participants is not representative of all
context factors. Consequently, our Bayesian data analysis cannot identify all causal
effects of some context factors. However, by including them in the causal consid-
erations, the effect of the factors is isolated from the potential confounding vari-
ables [302].

The conclusion validity of our study is strengthened by applying two different
data analysis approaches and comparing their results. The data analysis suffers from
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the threat of low statistical power when it comes to evaluating interaction effects, as
reliably identifying them requires a larger sample size [79]. We limit the number of
interaction effects considered in our models and discuss the uncertainty around the
coefficient estimates to minimize this threat.

The analysis can suffer from violated assumptions of statistical tests. Modeling
the number of missing entities and associations as binomial distributions implies the
independence of each event, i.e., that each missing entity and association is indepen-
dent of all other missing entities and associations. While we did not observe any
cascading, i.e., dependent, defects, their independence remains only assumed.

5.4.3 Construct validity
Our study can suffer frommono-operation bias as we focus only on a subset of quality
factors that can potentially exist [6, 41]. Nevertheless, our goal with this replication
is to extend the initial quality factor of passive voice reported by Femmer et al. [34]
to a second one—ambiguous pronouns—which is widespread as indicated by the
literature [6, 41].

Similarly, a confounding of constructs and level of constructs could influence
the outcomes of our study. For example, the presence of several ambiguous pro-
nouns or passive voice sentences rather than their binary presence or absence from a
specification. Further replications, focusing on improving construct validity, should
include several levels of each treatment.

Mono-method bias is a potential threat to construct validity—i.e., we measured
the dependent variables using a single type of measurement, inspired by the original
study. However, the measurements were based on a pre-defined protocol and peer-
reviewed. Our study may result in a restricted generalizability across constructs
since the presence or absence of the different quality factors could result in side ef-
fects for other interesting outcomes we did not measure (e.g., comprehensibility or
maintainability of the specification).

Among the social threats to construct validity, we acknowledge that hypothe-
sis guessing may have taken place since the participants could try to guess the con-
crete goal of the experimental task based on the invitation text and material provided
during the sessions. Nevertheless, we used the same text and phrasing to invite all
participants and the same material during the experimental task. Evaluation appre-
hension could have played a role since some participants are students at the authors’
institution. However, students did not receive rewards (e.g., extra grade points) for
participating in the experiment, and they received their course grades before the start
of the experiment.

Moreover, our study can suffer from an inadequate preoperational explication
of constructs as we did not validate our context factors. For example, we are unable
to provide any proof that the self-reported number of years spent in RE adequately
represents the latent variable of experience in RE beyond educated guesses and rely-
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ing on comparable practices in our scientific community [255]. To improve the con-
struct validity, separate studies investigating the adequacy of these measurements in
representing their constructs are necessary. This particularly impacts our decision to
replace the binary distinction of participants by type (students versus practitioners)
with more fine-grained variables like experience and domain knowledge. While our
study supports the feasibility of this step on an analytical level, we cannot prove its
validity on a conceptual level. We encourage investigating the feasibility of variables
to represent individual skills to improve the construct validity of studies considering
this impact [310].

Finally, a variable of the selected population that may interact with the treat-
ment that we did not analyze is the language skill of participants. Arguably, skills
in the English language influence the ability to comprehend and process the experi-
mental objects and, therefore, may impact the response variables. We were unable
to measure this variable properly given that all participants scored the same on the
Common European Framework of Reference for Languages (CEFR) [323] (i.e., non-
native, fluent English speakers). While the threat is minimized in our study due to
the comparable language level of participants, future studies should developmeasure-
ment instruments for this construct and involve this variable in such causal queries.

5.4.4 External validity
The main threat to the external validity of this study is the interaction of setting and
treatment as the size and the complexity of the selected specifications, despite being
sampled from a real-world data set, might not be representative of the industrial prac-
tice. Using Google Docs as the modeling tool is not fully representative of real-world
practices. Given that it was appropriate and sufficient for the experimental task, how-
ever, renders this as an opportunity for improving the realism of the experiment in
future studies rather than a threat to validity.

There may be the threat of interaction of selection and treatment, as some partic-
ipants reported no modeling experience or training. These deficiencies might influ-
ence the results and render a subset of the participants as non-representative of our
target population. We attempted to mitigate this threat via comprehensive instruc-
tions and including a warm-up phase in the experiment.

6 Conclusion
Requirements quality research lacks empirical evidence and research strategies to ad-
vance beyond proposing and following normative rules with unclear impact [41] to
better understanding and solving problems relevant to practice [9, 37]. In the scope of
our study, we conducted a controlled experiment on the impact of requirements qual-
ity defects on subsequent activities. We demonstrated a method of evaluating data
collected through a controlled experiment using a crossover design with Bayesian
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data analysis. We showed the impact (1) of requirements quality defects varies and
(2) may be mediated by context and confounding factors. The part of our study that
serves as a conceptual replication strengthens the claims of the re-analyzed original
study [34, 81] that passive voice only has a slight impact on missing associations
from domain models.

We can confidently support the recommendation of SE researchers to adopt
Bayesian data analysis to improve causal reasoning and inference [48, 78, 226],
which will propel requirements quality research. This shift requires focusing on
problems such as scrutinizing the explicit causal assumptions of a DAG, visualiz-
ing requirements quality impact, evolving prior knowledge about their impact, and
comparing models concerning their predictive power.

We envision that adopting sophisticated statistical tools like Bayesian data anal-
ysis and the focus of empirical studies on investigating the impact of requirements
quality defects will steer requirements quality research in a relevant and effective
direction. Explicit causal assumptions and sophisticated data analyses will produce
empirical evidence which can be more easily synthesized to more reliable and gen-
eralizable conclusions [42] in a common framework [40]. We hope that the docu-
mentation of this study inspires fellow researchers to adopt our method and tools for
replication.
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Paper VIII
Replications, Revisions, and
Reanalyses: Managing Variance
Theories in Software Engineering

Abstract

Variance theories quantify the variance that one or more independent
variables cause in a dependent variable. In software engineering (SE),
variance theories are used to quantify—among others—the impact of
tools, techniques, and other treatments on software development out-
comes. To acquire variance theories, evidence from individual empir-
ical studies needs to be synthesized to more generally valid conclusions.
However, research synthesis in SE is mostly limited to meta-analysis,
which requires homogeneity of the synthesized studies to infer general-
izable variance. In this paper, we aim to extend the practice of research
synthesis beyond meta-analysis. To this end, we derive a conceptual
framework for the evolution of variance theories and demonstrate its use
by applying it to an active research field in SE. The resulting framework
allows researchers to put new evidence in a clear relation to an existing
body of knowledge and systematically expand the scientific frontier of
a studied phenomenon.

Keywords: Research Synthesis, Causal Inference, Variance Theories, Theory
Evolution

1 Introduction
Software engineering (SE) research aims to support SE practice in a process referred
to as knowledge translation [94]. It consists of knowledge creation, which includes
gathering empirical evidence in primary studies, and knowledge application, i.e., pro-
viding this evidence to its target audience. However, primary studies do not provide
convincing decision support to practitioners on their own [9, 84, 324, 325]. Hence,
an imperative step between the creation and application of knowledge is its synthesis.
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Research synthesis is a “collective term for a family of methods that are used to sum-
marize, integrate, combine, and compare the findings” [326] of individual pieces of
evidence and aims to infer more generally valid conclusions.

One product of synthesizing quantitative research is a variance theory. Vari-
ance theories estimate the variance of a dependent variable in relation to one or more
independent variables [89]. In SE research, variance theories provide decision sup-
port by quantifying the strength of the effect of, for example, new tools, different
technologies, or human factors on key performance indicators of the SE process. For
example, the synthesis of 27 primary studies about the effect of test-driven develop-
ment (TDD) on code quality and developer productivity by Rafique and Mišić de-
termined that “TDD has a small positive effect on quality but little to no discernible
effect on productivity” [327]. However, research synthesis in SE is primarily limited
to meta-analysis [94]. While certain forms of meta-analysis excel at synthesizing
evidence from quantitative studies, they only produce usable results under certain
conditions like homogeneity of the pieces of evidence [328]. Current research syn-
thesis practices fail to accommodate more complex relationships between individ-
ual pieces of evidence, like deviating hypotheses or the usage of different analysis
methods. Consequently, the validity of variance theories produced by these research
synthesis practices is limited, and they may not offer the intended decision support
to practitioners.

In this work, we propose a framework for managing variance theories in SE
that extends beyond current meta-analysis practices. We formally define quantita-
tive, empirical evidence and an evolution framework that specifies how two pieces
of evidence relate to each other. We demonstrate the framework by applying it to
an active field of SE research to show how it can guide SE research toward more
coherent and productive research agendas.

We aim to support two scientific use cases. First, our framework helps re-
searchers to position new pieces of evidence in relation to an existing body of knowl-
edge. As such, the framework provides a terminology to frame how new studies
advance the body of knowledge with respect to existing ones. New evidence can be
classified as either a replication, revision, or reanalysis, and the framework supports
deciding whether this new evidence strengthens or challenges the body of knowledge.
Second, our detailed application demonstrates how to apply the framework to system-
atically review literature containing quantitative, empirical evidence. By framing all
empirical, quantitative studies investigating one phenomenon using the framework,
the evolution of a variance theory about that phenomenon becomes tangible. This re-
veals the current scientific frontier of quantitative studies on a phenomenon and can
inform future study design. Overall, our initiative aims to broaden the perspective
on research synthesis to obtain more valid variance theories from SE research.

Data Availability All study data is publicly available in our replication pack-
age [329].
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2 Related Work
2.1 Research Synthesis
The purpose of any endeavor in SE research is to support SE practitioners [330]. This
requires translating knowledge created in research to practice [331, 332]. However,
previous research has shown that singular empirical studies do not provide convinc-
ing evidence to practitioners [324]. A single study cannot compete with the beliefs
of practitioners, as the findings are limited to the context of the respective primary
study [325]. Consequently, Miller advocated that the field of SE research “needs to
move to a portfolio of empirical studies (on a single research hypothesis) being the
norm rather than the currently unconvincing ‘one-off’, normally laboratory-based,
studies that currently dominate the research literature” [333]. These portfolios of
replications (also called families of studies or experiments [334]) strengthen the va-
lidity of research findings and generate more reliable and general conclusions [85].

While portfolios of replications strengthen the knowledge creation phase of
knowledge translation [94] by increasing the validity of drawn conclusions, they do
not necessarily serve the knowledge application phase. Indeed, portfolios of replica-
tions complicate maintaining an overview of all relevant primary studies, and con-
tradicting results are difficult to harmonize [335]. This necessitates the aggregation
and integration of results from primary studies [42], commonly referred to as re-
search synthesis. Research synthesis describes “methods that are used to summarize,
integrate, combine, and compare the findings” [326] of primary studies with similar
goals. Shepperd summarized the synthesis process in five steps [336].

1. Problem formulation: specifying a research question, usually about the influ-
ence of one independent on one dependent variable

2. Locating evidence: searching literature that contains evidence about the re-
search question

3. Appraising evidence quality: applying quality inclusion criteria

4. Evidence synthesis and interpretation: extracting relevant data and perform-
ing the research synthesis that infers about the initial research question based
on the accumulated evidence

5. Reporting: disseminating the results in a research report

For step four, SE research has adopted several research synthesis methods from
more mature experimental disciplines [94, 256, 336–339]. Among the most popular
is the narrative synthesis [340], a textual summary of research findings, often criti-
cized for its lack of a systematic approach [341]. The more systematic vote-counting
classifies the effect of an independent variable on a dependent variable on ordinal
scales, e.g., depending on its sign (i.e., positive, neutral, or negative effect) [256] or
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its strength of evidence (e.g., third party claims, circumstantial evidence, and strong
evidence) [342]. A histogram of classified findings from primary studies indicates
the tendency of the effect observed by a portfolio of replications.

A more quantitative approach to synthesize results from controlled experiments
is often called meta-analysis [335]. Various forms of meta-analysis exist and are
adopted in SE research [340]. The two approaches considered state-of-the-art are ag-
gregate data (AD) meta-analysis and stratified independent participant data (IPD-S)
meta-analysis [340]. AD meta-analysis pools the calculated effect sizes of primary
studies together and calculates an overall effect size of the independent on the depen-
dent variable [335], often represented in a Forest plot [343]. IPD-S meta-analysis
pools together the raw data from all experiments of the primary studies and ana-
lyzes this data directly [344], but retains information about the belonging of each
data point to the experiment it originated from to account for between-study vari-
ance [340]. IPD-S meta-analysis is commonly regarded as the gold standard for re-
search synthesis [345] but is rarely applied in SE research [340]. Narrative synthesis
and AD meta-analysis dominate SE research [340], though meta-analysis remains
uncommon in general [346]. Some examples include synthesizing evidence about
defect prediction [347, 348] and test-driven development [327].

Research syntheses of quantitative evidence produce variance theories, one of
three commonly discussed types of theories [89], about a phenomenon under study.
While theories for understanding organize entities into meaningful categories and
process theories explain how something is happening [89], variance theories quan-
tify the strength of the effect of an independent on a dependent variable [89]. Because
they are a product of synthesis, variance theories have greater validity than a single
piece of evidence [66]. The quantification of an effect strength offers decision sup-
port to practitioners, e.g., when deciding whether to adopt a technique like TDD.

2.2 Shortcomings of the State-of-the-Art in Research Synthesis
Literature has acknowledged several shortcomings of the state-of-the-art of research
synthesis in SE [326, 336, 346].

Dealingwith heterogeneity Primary studies involved in research synthesis are sub-
ject to heterogeneity, i.e., differences between studies investigating the same phe-
nomenon [341]. An unclear study design, incomplete sample selection protocol, or
unreflected operationalization of latent concepts in SE research often obscure critical
factors [256, 336] like prior knowledge of participants, their experience, or intrinsic
motivation. If these factors have a significant influence on the phenomenon under
investigation, traditional meta-analysis techniques will produce inconclusive results.

When the factors causing these differences are well understood and recorded in
the data collection process, an appropriate synthesismethod can account for them [256,
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328], which benefits the validity of the conclusion [85]. However, traditional meta-
analysis techniques are limited to studies investigating the relationship between ex-
actly two variables (i.e., the effect of one independent on one dependent variable) [340,
349]. Yet, phenomena in SE research can rarely be isolated into a two-variable re-
lationship, as human [256] and other context factors [350] usually interact with the
phenomenon. If the body of primary studies is very large, these context factors may
be analyzed by conducting a meta-analysis of meta-analyses, as shown byHarris et al.
in a study with 136 primary studies clustered into 31 meta-analyses [351]. Similarly,
Rafique and Mišić conducted a meta-analysis of 27 primary studies about the effect
of TDD on developer productivity and code quality, where the amount of evidence al-
lowed a subgroup analysis [327]. This subgroup analysis revealed that the population
fromwhich study participants were drawn (practitioners vs. students) mediated some
of the observed effects. However, meta-meta-analyses or subgroup analyses are no
reliable tool to address the presented shortcoming for the following reasons. Firstly,
the required amount of empirical evidence is mostly unavailable in SE research [334].
Secondly, such analyses are only eligible if the synthesized primary studies report ad-
ditional information, such as the sample demographics. Finally, these analyses only
add a hierarchical complexity to the research synthesis endeavor but do not systemat-
ically deal with more complex relationships between variables [352]. Consequently,
classical research synthesis methods like meta-analysis only apply to a set of homoge-
neous primary studies. They fail to incorporate that causal assumptions may evolve
and become more complex than simple two-variable relationships.

Limited to experimental studies Additionally, many synthesis methods are lim-
ited in the types of primary studies they can integrate. Traditional meta-analyses from
medical research are constrained to controlled experiments [335]. This excludes,
by design, quantitative evidence from observational studies [352] and all qualita-
tive studies [353]. However, this discards evidence about complex phenomena that
might not be studied using controlled experiments alone [353]. On the one side,
observational studies are less invasive to the actual software development context
but can still yield reliable, causal inferences using appropriate methods [55, 226].
Conversely, qualitative studies have shown to capture richer context information, es-
pecially in medical and social sciences [337], which has also been acknowledged in
SE research [326].

Static and retrospective Finally, research syntheses receive critique for being static
when they “should be updated on completion of a study to place their result in con-
text” [345]. A continuous approach tometa-analyses [341] would avoid that included
studies become outdated by the time of synthesis [354]. Furthermore, research syn-
thesis is predominantly conducted retrospectively, i.e., it aggregates publications pub-
lished prior but rarely guides the design of future ones [355]. Instead of opportunis-
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tically conducted meta-analysis [340], SE research requires prospective synthesis
initiatives as also called for in other disciplines like medical research [344].

3 Goal and Method
We aim to address the shortcomings outlined in Section 2.2with a strategy to facilitate
more coherent, systematic research. To this end, we composed a framework from the
scientific practices of three branches of research evolution. First, we surveyed the
existing body of knowledge on replication studies in SE [63, 83] and their synthesis
in the form of meta-analysis [328, 336, 338]. Second, we reviewed techniques from
statistical causal inference [54], particularly model comparison for causal inference
from observational studies [53, 77, 226]. Finally, we surveyed references about the
evolution of statistical practices [48, 55, 246]

A regular validation of the framework would require applying it in practice, i.e.,
comparing the evolution of variance theories with and without the framework. How-
ever, this kind of validation is not feasible at this point as it would require its prior
adoption. Instead of developing the framework, applying it in a controlled manner,
and validating it with collected data, we sought to involve the SE research commu-
nity at an early stage of proposing this framework already to allow for critical dis-
cussions and contributions. Hence, we opted for a constructive validation of the pro-
posed framework in a focus group setup. We presented the framework at the annual
meeting of the International Software Engineering Research Network (ISERN). The
ISERN community1 consists of experts on empirical software engineering method-
ologies and their applications and meets as part of the Empirical Software Engineer-
ing International Week.2 In our focus group session, we discussed the eligibility of
the framework to guide future empirical research and allow effective aggregation
of evidence. Based on the discussion, we revised the framework and the boundary
conditions of its applicability.

4 Conceptual Framework
Our framework for managing variance theories consists of a definition of evidence in
Section 4.1 and a flowchart describing the evolution of evidence in Section 4.2. Sec-
tion 4.3 describes the implications of the framework on research synthesis practices
in SE.

1https://isern.iese.de/
2https://conf.researchr.org/series/esem
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4.1 Evidence
We define a piece of empirical, quantitative evidence e as a tuple e := E(h, d, m)
consisting of three components.

• Hypothesis h: A hypothesis consisting of variables and (assumed) causal re-
lationships between those variables. For example, h1 := x → y defines hy-
pothesis h1 as variable x causally influencing variable y.

• Data d: A record of observations of all variables contained in h. An eligible
dataset d1 for h1 requires observation for both variables x and y.

• Methodm: An analysis method that processes the data d under the hypothesis
h to produce a conclusion.

Hypotheses are networks of variables and relationships among them. As such,
they can be visualized via directed, acyclic graphs (DAGs), as shown in Figure 1. In
these DAGs, nodes represent variables, and directed edges represent assumed causal
relationships. Figure 1a shows a graphical representation of a simple, two-variable
hypothesis. More often, though, manuscripts present such simple hypotheses tex-
tually. This often takes the form of a verbose null hypothesis, e.g., “There is no
significant difference in values of y for different values of x.” More complex hy-
potheses involving more variables and relationships like Figures 1b and 1c require
graphical representation but are rare in SE research [54].

The two colored nodes in the four DAGs represent the main phenomenon of
interest, i.e., the independent variable (colored red) and the outcome or response
variable (colored cyan). The goal of a piece of empirical, quantitative evidence is to
estimate the average causal effect (ACE) of the main independent variable(s) on the
dependent outcome variable. Additional variables (colored grey) may be relevant
to the hypothesis but not part of the main phenomenon under study. Therefore, the
same phenomenon of interest can be involved in multiple hypotheses.

All analysis methods m require deriving a statistical model from the causal
model, i.e., the hypothesis h [55]. A statistical model typically consists of a regres-
sion model, i.e., a specified, often linear relationship between one or more predictors
and the outcome variable. In the case of simple, two-variable hypotheses, this boils
down to regressing the outcome on the only predictor. For example, the statistical
model derived from h1 in Figure 1a would be y ∼ x. In the case of more complex
hypotheses, one must select the subset of independent variables. This subset should
maximize the precision of the estimation of the effect of x on y and, on the other hand,
ensure that the causal effect is not confounded. For example, the statistical model de-
rived from h3 shown in Figure 1cwould be y x+z where z is included to de-confound
the effect of x on y. The statistical model of h4 shown in Figure 1d would be y x
since including z, called a collider, would confound x on y [55]. The subset that de-
confounds the causal effect is commonly called the adjustment set [77] and can be
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(a) Basic hypothesis
h1

(b) Revision h2
increasing the effect
estimate precision

(c) Revision h3 to de-
confound the effect
estimate

(d) Revision h4 speci-
fying a collider

Figure 1: DAGs representing a hypothesis and three revisions

determined by applying a systematic procedure called the backdoor adjustment [53].
Explaining this procedure in detail goes beyond the scope of this manuscript but is
well-explained in existing literature [53, 55, 77].

The eligibility of analysis methods depends on the complexity of the hypothesis
and the properties of the variables. For simple, two-variable hypotheses consisting of
one independent and one dependent variable, most scholars resort to null hypothesis
significance tests (NHSTs) like the Student’s t-test or its variants. Here, the choice
depends on the normality of the dependent variable and whether the data is paired
or not. For more complex hypotheses involving more than one independent variable,
scholars tend to apply linear regression models with multiple predictors.

Applying the analysis method m to the data set d based on the causal model im-
plied by the hypothesis h produces the piece of evidence e that offers a conclusion.
The nature of the conclusion depends on the analysis method. For example, NHSTs
propose a p-value that scholars commonly compare with an arbitrary significance
level α to determine whether the independent variable evokes a statistically signifi-
cant difference in the dependent variable. For linear regression models, the conclu-
sion takes the form of coefficients (e.g., βx in Figure 1a, representing the strength of
the impact of x on y). From these coefficients, one can additionally calculate confi-
dence intervals for each independent variable. If the confidence interval of a variable
is not consistent with 0, i.e., it does not intersect 0, then the variable is considered to
have a significant impact on the dependent variable.

4.2 Evolution of Evidence
Variance theories emerge from the synthesis of multiple pieces of empirical, quanti-
tative evidence, which increases their validity and abstracts from passing trends [66].
To accommodate research synthesis that goes beyond the meta-analysis of a homoge-
neous set of primary studies [256], the relationship between two pieces of evidence
needs to be clear. Figure 2 visualizes the types of evolution of empirical evidence,
i.e., the possible relationship between pieces of evidence. Starting from an initial
piece of evidence e1 = E(h1, d1, m1), we consider three types visualized as paths
in Figure 2 and explained next.
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Figure 2: Framework describing the evolution of quantitative, empirical evidence

4.2.1 Replication
The most commonly known evolution type of empirical evidence in SE research is
through replication (left branch colored yellow in Figure 2). A replication is a type
of study that offers diagnostic evidence about a previous empirical study [85]. As
such, a replication subscribes to the same causal hypothesis h1 and uses the same
analysis method m1 but collects a different data set d2 to produce a new piece of
evidence e2 := E(h1, d2, m1). The conclusion derived from the replication e2 is
compared with the conclusion of the original piece of evidence e1 to check for agree-
ment. Checking for agreement depends on the nature of the conclusion that the anal-
ysis method m1 produces. If m1 is a type of hypothesis test that produces a p-value,
this check is referred to as an aggregation of p-values [340] via Fisher’s or Stouffer’s
method [356]. If m1 is a type of regression model that produces confidence intervals
of coefficients, then the check boils down to assessing whether the confidence inter-
vals overlap in a Forest plot [343], or AD or IPD-S meta-analysis techniques [340].
If the conclusions agree, the external validity of the causal claim h1 is improved as
the replication shows that the conclusion of e1 also holds in a different context d2.
However, in case the conclusions disagree, SE literature offers little advice on how
to relate these results. The disagreeing conclusions indicate that at least one variable
that would explain the difference between e1 and e2 is missing from h1, requiring a
revision of the original hypothesis.

4.2.2 Revision
A less commonly discussed evolution of empirical evidence in SE research is through
revision of a hypothesis (middle branch colored blue in Figure 2). Revising hy-
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pothesis h1 means proposing a competing network of variables, hypothesis h2, that
supposedly explains the phenomenon under study—which produced the data d1 and
d2—better and, therefore, has greater internal validity. The competing network can
include new or discard existing variables or may—alternatively or additionally—
propose different causal relationships between variables. Only the variables belong-
ing to the phenomenon under study need to remain included. Otherwise, the new
hypothesis pertains to a different phenomenon. Figures 1b to 1d visualize revisions
of Figure 1a as they contain the variables of the main phenomenon under study (x
and y) but include an additional variable (z) and different relationships.

Revisions can serve two different purposes [77]. The first purpose is to increase
the precision of estimating the effect βx of x on y. For example, involving an ad-
ditional, independent variable z with an assumed causal relationship z → y may
increase the precision of the estimate of the average causal effect [77]. Figure 1b
visualizes such a revised hypothesis h2. The second possible purpose of a revision
is to de-confound the estimation of the effect βx of x on y [55]. This is particularly
relevant to phenomena studied in observational, not experimental, settings where the
independent variable of interest can be influenced by factors other than random as-
signment. A confounder could be a common cause as visualized in Figure 1c where
variable z impacts both x and y, therefore biasing the direct effect of x on y. The
adjustment set of this hypothesis includes z as a predictor of y to de-confound the
effect of x on y [55].

The disagreeing conclusions from a replication but also emerging qualitative
evidence (represented by the direct arrow from e1 to e3 in Figure 2) may trigger a
revision. For example, a qualitative study might suggest that the variable z also influ-
ences y even before observing disagreeing conclusions from replications. Proposing
a new hypothesis h2 may also require collecting a new data set d3 if h2 contains vari-
ables not recorded in d1. In the abstract example, a new data set d3 that records both
z in addition to x and y is necessary.

Once appropriate data are available, the competing hypotheses are evaluated by
model comparison. The type of comparison depends on the purpose of the revision.
To evaluate a revision aiming at increasing the precision, the out-of-sample predictive
power of the two models is compared (abbreviated as mc in Figure 2) via an appropri-
ate criterion (abbr. as c). Metrics like the Akaike Information Criterion (AIC) [357]
or leave-one-out cross-validation (LOO) may be applied depending on the analysis
method [358, 359]. These metrics assign scores to competing hypotheses and infer
which predicts the observed data best. The model with the greatest predictive power
is assumed to be more internally valid.

To evaluate a revision aiming at de-confounding, testable implications in the
form of independencies and conditional independencies are derived from the hy-
potheses [55]. For example, according to h3 in Figure 1c, both x and y depend on
z. Conversely, h1 in Figure 1a does not include this claim and implies that x and y
are independent of z. Additionally, h3 implies that the strength of the ACE of x on y
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changes when conditioning on z via deconfounding, which h1 does not imply. Cor-
relational analyses on the available data set d3 can confirm or refute these assumed
independencies [55]. Comparing the statistical model y ∼ x (derived from h1) with
y ∼ x + z (derived from h3) produces two estimates of the ACE of x on y. If the
ACE is the same, then the effect of x on y is independent of z and h1 represents the
causal relations of the phenomenon under study better. If the ACE is different, then
the effect depends on z, and h3 is more valid. Consequently, the internal validity of
h3 exceeds the one of h1 and can be considered the currently superior causal model
to explain the phenomenon under investigation.

While both purposes of revisions aim to strengthen the internal validity of a hy-
pothesis, the respective evaluation that decides the comparison is not interchangeable.
Model comparison used to determine the hypothesis with the greater out-of-sample
predictive power is not fit when aiming to deconfound a hypothesis, as a confounded
hypothesis may very well exhibit a greater predictive power than a deconfounded
one [55]. Consequently, the distinction of purpose when conducting a revision is
imperative for the choice of evaluation method.

The hypothesis that currently shows the greatest internal validity should be the
one that future studies should subscribe to. This means that all future studies in-
vestigating the phenomenon of x and y should record all variables involved in the
hypothesis that are part of the adjustment set.

4.2.3 Reanalysis
The least commonly discussed evolution of empirical evidence in SE research is
the reanalysis of existing data (right branch colored red in Figure 2). Reanalysis—
sometimes also referred to as a “test for robustness” [85]—describes the application
of a different analysis method m2 to the same data d under the same causal assump-
tions h [83]. In special cases, however, reanalysis may also be necessitated by a
revision. For example, extending a hypothesis to include two instead of one inde-
pendent variable will make analysis methods that only operate with one independent
variable (e.g., a t-test) ineligible and necessitate more complex ones (e.g., a linear
model).

Reanalyses are mostly driven by adapting more advanced methods from other
disciplines (e.g., statistics, or medical research). One instance of this type of evolu-
tion is the ongoing endeavor to abandon simple NHSTs for more advanced Bayesian
data analysis [48]. Reanalyses increase the conclusion validity of the evidence by
revising statistical assumptions [47]. The decision of which analysis method to pre-
fer over another is often based on intricate statistical comparisons [55], which SE
researchers usually adapt and do not conduct themselves.
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4.3 Implications on Research Synthesis
The framework for systematic evolution of variance theories has the following prop-
erties that address two of the three shortcomings in research synthesis described in
Section 2.2.

1. Causal: The framework takes a causal perspective to research synthesis by
adding revisions as a type of evolution next to replications. This allows sys-
tematically addressing the heterogeneity of evidence conclusions by evolving
hypotheses beyond two-variable relations.

2. Open to different study types: By abandoning the constraint of simple, two-
variable relations, the framework for research synthesis also opens up to other
study types. More complex networks of variables can adequately represent
causal assumptions from an observational study [226]. Additionally, the frame-
work allows qualitative studies to contribute to the evolution of quantitative
variance theories by triggering revisions.

How to address the remaining, third shortcoming in research synthesis will be
discussed in Section 6.3.

5 Application
We apply our framework to the research field of requirements quality. Section 5.1 in-
troduces the relevant background about the research field. Section 5.2 demonstrates
the application of the framework to a set of primary studies from this field. Finally,
Section 5.3 retraces omitted steps between existing pieces of evidence to show how
the framework aids in systematically evolving evidence. For readability, Sections 5.2
and 5.3 omit details on statistical operations to focus on the evolution on a concep-
tual level. Details on the statistical operations can be found in our replication pack-
age [329].

5.1 Requirements Quality Research
Requirements quality research [6] is concerned with identifying how properties of
requirements artifacts [41] (e.g., passive voice, sentence length) impact properties of
subsequent software development activities (e.g., correctness of implementing, com-
pleteness of testing) that use these requirements artifacts as part of their input [92].
Variance theories in this field quantify the strength of the effect that certain prop-
erties of requirements artifacts have—e.g., whether longer requirements sentences
reduce the correctness when implementing source code [90]. Variance theories in-
form requirements writing guidelines by indicating to practitioners whether address-
ing these properties is worth it [40]—e.g., whether reducing the sentence length of
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requirements should be enforced. One such property of requirements artifacts com-
monly discussed in requirements quality literature is the use of passive voice in natu-
ral language (NL) requirements. The following two versions of the same requirement
illustrate the difference.

• Active: The system shall obtain all transaction details from the Statement
Database.

• Passive: All transaction details shall be obtained from the Statement Database.

The passive formulation omits the actor (“the system”) from the requirements
specification, obscuring who is allowed to perform the action. The observed drop
in informativeness caused textbooks to advise against using passive voice in NL re-
quirements artifacts [33]. However, the lack of empirical evidence for this claim, and
even evidence against it [172] attracted experimental studies investigating its impact.

5.2 Evolution of Evidence
We are aware of three studies that empirically investigate the impact that the use of
passive voice in NL requirements has on the domain modeling activity [34, 81, 82].
The three studies arrive at the variance theory that passive voice has a slight negative
impact on the completeness of domain models.

These three studies contribute four pieces of evidence as one of the studies pro-
duces two separate pieces of evidence [82]. Table 1 lists these four pieces of evidence
indexed as e1-e4. The figure in the leftmost column of the table visualizes the rela-
tionship between the pieces of evidence as a version control graph (VCG). The color
of each node in this graph reflects the evolution type that this piece of evidence rep-
resents in relation to its predecessor based on the colors in Figure 2. For example, e3
is a replication of e1, hence the box is yellow.

Table 1: Evolution of the variance theory on the impact of passive voice on domain modeling

VCG Evolution Type h d Analysis Method m Conclusion

Original Study [34] h1 d1 m1: Mann-Whitney U test p = 0.001
Revision & Reanalysis [81] h2 d1 m2: Bayesian model [−0.17, ∼ 0.49, +0.34]
Replication [82] h1 d2 m1: Wilcoxon signed-rank t. p = 0.025
Revision & Replication [82] h3 d2 m2: Bayesian model [−0.25, ∼ 0.30, +0.45]

5.2.1 Original study
To the best of our knowledge, Femmer et al. contributed the first piece of empirical,
quantitative evidence e1 about the impact of passive voice on domain modeling. In
their study [34], they investigated the research question “Is the use of passive sen-
tences in requirements harmful for domain modelling?” In particular, they studied
whether the use of passive voice in NL requirements sentences changed the number
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Figure 3: Hypothesis h1 investigated by Femmer et al. [34]

of missing actors (Act−), associations (Asc−), and domain objects (Obj−) from do-
main models derived from them. Figure 3 visualizes their three hypotheses in one
DAG. In this demonstration, we focus on the impact of passive voice on the number
of missing associations, i.e., h1 : passive→ Asc−.

Femmer et al. conducted a parallel-design controlled experiment with 15 uni-
versity students as participants. These participants were randomly divided into either
the control or the treatment group. Each participant received seven natural language
requirements sentences that were either written in active voice (for the control group)
or passive voice (for the treatment group). The experimental task was to generate a
domain model from each requirement. Then, the authors of the study counted the
number of missing actors, associations, and domain objects from the resulting do-
main models via comparison to a gold standard that they produced. The resulting
data set d1 consequently consisted of 105 (= 15×7) data points recording the group
(active or passive), the number of missing actors, associations, and domain objects,
as well as several demographic factors like program and experience.

To produce evidence e1, the authors applied a Mann-Whitney U test to evaluate
the three hypotheses.3 The conclusion of evidence e1 = E(h1, d1, m1) is p = 0.001,
i.e., the NHST suggests that the use of passive voice has a statistically significant
impact on the number of missing associations from a domain model. The authors
report an effect size calculated via Cliff’s δ of 0.75 [34], which suggests a strong
effect on per-participant aggregate level. Our re-calculation on domain model level
amounts to an effect size of only 0.35, which is considered of medium strength.

5.2.2 Follow-up Study 1
Frattini et al. performed a follow-up study, taking a second look at the drawn con-
clusions [81] to produce evidence e2. In this study, they reused the collected data
d1, but both propose a new causal hypothesis h2 and also applied a different analy-
sis method m2. The revised causal hypothesis h2 contained the following additional
assumptions which are also visualized in Figure 4:

1. If either actors or domain objects are missing, associations are more likely to
be missing as well as one of the nodes involved in the edge is not present.

3In the original study [34], the authors use the per-participant aggregate of missing entities as a
response variable, which we do not to stay true to the hypothesis. The conclusion remains the same.
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Figure 4: Hypothesis h2 revised by Frattini et al. [81]

2. The general skill of a participant may influence their performance.

3. The complexity of a requirement may affect how easy it is to miss an actor,
association, or domain object.

4. The academic and industrial experience of a participant may influence their
performance.

The first additional assumption added two relationships to the DAG, and the
second to fourth added new variables. Data set d1 already recorded values for these
additional variables. In a survey prior to the experiment, participants reported their
academic and industrial experience on an ordinal scale with four categories (i.e., no
experience, up to 6 months, 6 to 12 months, and more than 12 months).

The number of predictors involved in a statistical model derived from the causal
model h2 made the analysis method m1 ineligible for producing a conclusion, as
the Mann-Whitney U test only operates with one predictor but the statistical model
requires several. Instead, the authors followed the advice to adopt Bayesian data
analysis [48, 55] as their method m2. The resulting statistical model used the avail-
able demographic factors as predictors and models the requirements’ complexity and
participants’ skill as random effects via the IDs of the requirements and participants.

Applying a Bayesian data analysis m2 under the causal assumptions encoded in
h2 to the existing data d1 produced amarginal probability distribution of the impact of
passive voice on the number of missing associations. Evidence e2 = E(h2, d1, m2)
concludes that the use of passive voice in NL requirements leads to more missing
associations in about 34%, to fewer in 17%, and to an equal amount in 48% of all
cases on average. Hence, e2 agrees with e1 regarding effect strength [34], but the
Bayesian data analysis m2 cautions about the significance of the effect suggested by
m1. The authors of the follow-up study referred to literature for the superiority of
m2 over m1 but did not validate whether h2 was more valid than h1.

195



5.2.3 Follow-up Study 2
Frattini et al. performed a second follow-up studywhere they conducted their own ex-
periment [82]. In this crossover-design experiment involving 25 participants, mostly
from industry, the experimental task was similar, but the material differed (i.e., it
used four different NL requirements). Additionally, due to the crossover design, par-
ticipants were not divided into a treatment and control group but received all levels of
the treatment (just in different orders). Also, the experiment involved another treat-
ment (the use of ambiguous pronouns), which represents a different phenomenon
and, hence, is irrelevant in this context. The resulting data set d2 consisted of 100
(= 25× 4) data points.

This second follow-up study [82] produced two pieces of evidence. First, the
authors performed a replication of e1 by applying the same analysis methodm1 under
the same causal assumptions h1 to the new data d2. Since the data is paired due to the
crossover design, the configuration of m1 changed slightly (making it necessary to
use aWilcoxon signed-rank test instead of aMann-WhitneyU test), but the inferential
process remains comparable. Evidence e3 = E(h1, d2, m1) concludes that passive
voice has a statistically significant impact on the number of missing associations with
p = 0.025. Although the p-values of e1 and e3 differ, both reject the null hypothesis
of no impact under the common level of significanceα = 0.05 and, therefore, suggest
the same conclusion.

Second, the authors produced another piece of evidence e4 that both revises the
causal assumptions of e2 (i.e., replaced h2 with h3) and performs a Bayesian data
analysis m2 on the new data d2. The revised hypothesis h3, visualized in Figure 5,
made several changes:

1. Missing actors and domain objects behave the same and, hence, can be aggre-
gated to the number of missing entities in the domain model.

2. The number of missing associations may further be impacted by the education,
task experience, and domain knowledge of a participant.

3. The amount of time that a participant took to generate the domain model may
influence its completeness.

Evidence e4 = E(h3, d2, m2) concludes that the use of passive voice in NL
requirements leads to more missing associations in about 45%, to fewer in 25%, and
to an equal amount in 30% of all cases on average. e4 agrees with e2 in that the
impact of passive voice on the number of missing associations from domain models
is not strictly negative, as the likelihood of missing an association remains below
50%. However, e4 suggests that the negative impact is more likely than assumed
by e2 (45% instead of 34%). Since both pieces of evidence were produced under
different causal assumptions (h2 in e2 and h3 in e4), these numbers are not directly
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Figure 5: Hypothesis h3 revised by Frattini et al. [82]

comparable. Again, the authors of this follow-up study did not validate whether h3
was more valid than h2.

Insight 1

The research synthesis produced a variance theory suggesting that the use of
passive voice in NL requirements has a moderate effect on the number of
associations missing from domain models. However, the application of the
framework reveals that several transitions (i.e., replacing hypotheses) were
not validated. Hence, their contribution to the validity of the variance theory
remains questionable.

5.3 In-depth Research Synthesis
The four pieces of evidence e1-e4 from the three studies [34, 81, 82] were produced
without an explicit framework for managing variance theories. This caused several
steps in the evolution of the variance theory about the impact of passive voice on
domain modeling to be of unclear validity. Evidence e2 conflates a revision with a
reanalysis, i.e., it replaces both the hypothesis (h2 for h1) and the analysis method
(m2 form1). The differing conclusions obtained from e2 can, therefore, not be traced
clearly to either of these two changes.

In the following in-depth analysis, we will zoom in on the step of evolution be-
tween the original evidence e1 and the evidence from the first follow-up study e2. We
disentangle the sub-steps according to the proposed framework, which allows us to
retrospectively assess the evolution performed by Frattini et al. [81] but also guide fu-
ture contributions to this variance theory. Table 2 visualizes the deconstructed pieces
of evidence between e1 and e2. The rows between e1 and e2 show the disentangled
sub-steps between the two pieces of evidence. The rows after e2 show additional
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sub-steps that would have been the more valid path to pursue had the authors of the
follow-up study [81] disentangled the sub-steps.

Table 2: Decomposed steps between e1 and e2

VCG Evolution Type Ref. Hyp. Analysis Method Conclusion

Original Study [34] h1 m1: Mann-Whitney U test p = 0.001
Reanalysis h1 m1.1: linear model ci = [0.23, 0.84]
Reanalysis h1 m2: Bayesian model [−0.15, ∼ 0.34, +0.51]
Revision h2a m1.1: linear model ci = [0.17, 0.77]
Revision h2 m1.2: linear mixed model ci = [−0.17, 0.82]
Revision/Reanalysis [81] h2 m2: Bayesian model [−0.17, ∼ 0.49, +0.34]
Revision h2c m1.2: linear mixed model ci = [0.03, 0.92]
Reanalysis/Revision h2c m2: Bayesian model [−0.14, ∼ 0.47, +0.39]

5.3.1 Reanalysis e1.1

The frequentist NHST m1 is not directly comparable to a Bayesian data analysis
m2. Hence, an intermediate step is necessary. A simple reanalysis is to replace the
Mann Whitney U test m1 with a linear regression model m1.1. At the core, a linear
model that regresses the rank-transformed outcome variable on a single predictor is
equivalent to theMannWhitneyU test [360]. Fitting a linear modelAsc− ∼ passive
to the data d1 produces a coefficient of βpassive = 0.53 and a 95% confidence interval
of cie1.1(passive) = [0.23, 0.84]. The confidence interval is not consistent with 0,
i.e., it does not contain 0. Therefore, the conclusion of e1.1 agrees with the conclusion
of e1 in its suggestion that the use of passive voice has a statistically significant impact
on the number of missing associations from domain models.

5.3.2 Reanalysis e1.2

Replacing the linear regression model m1.1 with a Bayesian data analysis m2 pro-
duces evidence e1.2, a strict reanalysis of e1 and e1.1 as it only changes the analysis
method but retains hypothesis h1 and data d1. The statistical comparison betweenm2
and m1.1 relies on existing literature that explains, at length, how Bayesian methods
have a higher conclusion validity. They preserve uncertainty [246], do not make use
of the invalid probabilistic extension of the modus tollens [48], and allow modeling
the response variable with other distributions than the normal distribution [55, 305].
In the case of e1.2, the response variable can be modeled with a binomial distribu-
tion Asc− ∼ B(n, p) where n represents the number of expected associations and p
the likelihood of missing one association. This distribution encodes the ontological
assumption that the number of potentially missing associations is bounded by the
number of expected associations in the gold standard of the expected domain model,
i.e., a participant in the experiment cannot miss more associations than the gold stan-
dard contained. This assumption could not be implemented in the frequentist analysis
methods that assumed the (rank-transformed) outcome variable to be normal. There-
fore, m2 exceeds m1.1 in conclusion validity. Evidence e1.2 concludes that the use
of passive voice leads to more missing associations in 51%, fewer in 15%, and an
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Figure 6: Hypothesis h2a with the purpose of debiasing

equal amount in 34% of all cases. This conclusion still supports that the use of pas-
sive voice has an impact on the number of missing associations, but remains more
cautious.

5.3.3 Revision e1.3a

Since e1.1 replaces the simple NHST with a linear model, we can systematically
revise the hypothesis h1 by adding additional predictors. However, the revision of
h1 to h2 in e2 performed two separate revisions with different purposes. Firstly,
the authors added assumed causal relationships of the number of missing actors and
domain objects on the number of missing associations (additional assumption 1 in
Section 5.2.2). Figure 6 visualizes the hypothesis h2a resulting from adding just this
assumption to h1. h2a is a sub-graph of the previously introduced h2 (Figure 4), only
missing the additional variables.

To determine which of the two hypotheses h1 and h2a has greater internal valid-
ity, we need to assess the testable implications of the models. In particular, h1 implies
that the outcome variableAsc− is independent of the number of missing actorsAct−

and domain objects Obj− when conditioning on the use of passive voice. Compar-
ing the coefficients of the two fit linear models e1.1 and e1.3a shows that βpassive

only shifts slightly but remains inconsistent with 0. On the other hand, βObj− is also
inconsistent with 0, confirming that the outcome variable is not independent of the
mediator Obj−. This warrants their inclusion in the hypothesis and confirms that
h2a is more internally valid than h1.

5.3.4 Revision and Reanalysis e1.3b

Secondly, the authors of the follow-up study [81] performed a revision with the pur-
pose of increasing the precision of the estimate. To this end, they included additional
variables that were recorded in d1 to the hypothesis, resulting in h2 as visualized in
Figure 4. Two of the newly included predictors—the participants’ skill and the re-
quirements’ complexity—are modeled as random effects, which requires extending
the linear model m1.1 to a linear mixed model m1.2. Consequently, this step consti-
tutes both a revision and a reanalysis. Both of these evolutions need to be assessed
individually.

To determine which of the two analysis methods has a greater conclusion valid-
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ity, we can assess the statistical properties of the pieces of evidence. For instance,
the residuals of a linear model should be independent and identically distributed
(iid) [361]. This property can be determined graphically by inspecting a histogram
of the residuals, a QQ-plot, by running tests like the Durbin-Watson test, or other
diagnostics. Both graphical analyses (to be found in our replication package [329])
and the statistical tests suggests that the residuals of e1.1 are not iid: The Shapiro-
Wilk test suggests a significant deviation from a normal distribution of the residu-
als (p = 3.26e − 05), the Durbin-Watson test suggests an autocorrelation greater
than 0 (p = 0.07), only the Breusch-Pagan test does not suggest heteroscedasticity
(p = 0.11). Consequently, applying a linear model m1.1 may lead to invalid conclu-
sions, and the conclusion validity of a linear mixed model m1.2 is greater [361].

To determine which of the two hypotheses has the greater internal validity, we
evaluate their predictive power. Since the analysis methods differ, conventional met-
rics like R2 and its variants are ineligible, as they apply only to one of the two meth-
ods. Instead, we calculate the AIC, which applies to both [362]. The two pieces
of evidence achieve scores of AIC(e1.3a) = 249.1 and AIC(e1.3b) = 251.2. The
score differential of about 2 points is considered negligible when interpreting the
AIC values [363]. Hence, there is no strong evidence that h2 is more internally
valid than h2a. However, the confidence interval of βpassive concluded by e1.3b is
cie1.3b

(passive) = [−0.17, 0.82]. e1.3b is the first piece of evidence suggesting that
the use of passive voice does not have a statistically significant impact on the number
of missing associations in domain models.

5.3.5 Revision/Reanalysis e2

This leads to the target evidence e2, which can now be considered a strict revision of
e1.2 and a strict reanalysis of e1.3b. As such, the eligibility of these evolution steps
can be assessed individually. The reanalysis of e1.3b to e2 again relies on literature
explaining the advantage of Bayesian over frequentist methods [48, 55, 246, 305].
The revision of e1.2 to e2 again requires two steps and needs to determine that the
inclusion of assumptions both de-biases the estimate and increases its precision.

The conclusion of e2 is, as presented in Section 5.2.2, that using passive voice
is less impactful than originally assumed [34]. The decomposed sub-steps make this
more evident, as e2 claims that passive voice causes more missing associations in
only 34% of all cases, other than e1.2, which claimed it to be 51%. However, the
target evidence e2 is subject to several shortcomings due to the conflation of the
revision with the reanalysis. Firstly, the follow-up study [81] attributes the differing
conclusion mainly to the use of Bayesian methods (i.e., the reanalysis) rather than
the changed hypothesis (i.e., the revision). The detailed analysis, though, clearly
shows that only e1.3b, i.e., the revision to h2, made the conclusion more cautious.
Secondly, the follow-up study never assesses whether h2 has greater internal validity
than h1 and deserves to be subscribed to. The model comparison in scope of the
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Figure 7: Hypothesis h2c

revision e1.3a shows that the support for h2a over h1 is actually minimal and, hence,
more debatable than the follow-up study makes it seem. Adherence to the proposed
framework for managing variance theories revealed these shortcomings and made
the reliability of each step transparent.

5.3.6 Revision e1.3c

The stepwise evolution according to the proposed framework revealed that h2 has
little support over h2a as the AIC scores are close enough together to consider both
hypotheses of equal predictive power [363]. However, the diagnostics of e1.3b reveal
that the inclusion of random effects had a strong impact: While e1.3b only has a
marginal R2 value of 0.184, it has a conditional R2 value of 0.561. This indicates
that the random effects explain a lot more of the variance of the outcome variable
than the fixed effects [364]. The benefit of the random effects in h2 may be offset
by the number of predictors, as the AIC metric penalizes an increased number of
predictors to avoid overfitting [363]. Hence, the authors could have formulated the
competing hypothesis h2c (shown in Figure 7), which retains the provenly effective
random effects for requirements’ complexity and participants’ skill but discards the
fixed effects of academic and industrial experience. The operationalization of both
of these fixed effects is questionable, as they were simply measured on an ordinal
scale with four levels. Because the construct validity of this operationalization is
questionable, the inclusion of these fixed effects might not benefit the estimation and
rather overfit the estimation.

For model comparison to assess the predictive power of the new piece of ev-
idence, we can use the Akaike information criterion. The resulting AIC(e1.3c) =
241.4 is significantly—i.e., more than 2 units [363]—lower than AIC(e1.3a) =
249.1 and AIC(e1.3b) = 251.2. Consequently, h2c shows the greatest internal valid-
ity and should have been used subsequently instead of h2. Evidence e1.3c concludes
that passive voice has an impact of cie1.3c(passive) = [0.03, 0.92], which is still not
consistent with 0 but broader than cie1.3b

(passive) = [0.17, 0.77]. This suggests that
passive voice does have an impact on the number of missing associations, though the
strength of the impact varies more.
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5.3.7 Reanalysis/Revision e1.4

The more rigorous target evidence of the follow-up study [81] would have been e1.4,
which applies the analysis method with the highest conclusion validity—Bayesian
data analysism2—to the data d1 under the hypothesis with the highest internal validity—
hypothesis h2c, not h2. This piece of evidence classifies as a reanalysis of e1.3c

(as it only substitutes m1.2 with m2) and a revision of e2 (as it substitutes h2 with
h2c). The validity of the reanalysis is again based on previous literature [48, 55, 246,
305] and the revision on the model comparison regarding predictive power. In the
case of comparing two Bayesian models, we can use the leave-one-out (LOO) cross-
validation [358]. The LOO comparison favors e1.4 over e2 as expected based on the
previous comparison of frequentist models using the AIC metric. This piece of evi-
dence e1.4 concludes that the use of passive voice leads to more missing associations
in 39%, fewer in 14%, and an equal amount in 47% of all cases. Considering this
the most valid piece of evidence about the impact of passive voice at the time of the
follow-up study [81], the variance theory would suggest that passive voice does have
an impact on the number of missing associations from domain models, though not
strictly and only in about 40% of all cases.

Insight 2

The application of the framework to disentangle the omitted sub-steps be-
tween e1 and e2 revealed that h2 was not the optimal improvement over h1,
but instead, h2c would have been. Additionally, the random effects modeling
participants’ skill improved the precision of the ACE estimation far greater
than variables like experience (measured on an ordinal scale). This indicates
that years of experience is an insufficient operationalization to represent the
latent context variable of modeling skill. Finally, the adjusted conclusions
can be attributed more to the revision than to the reanalysis.

6 Discussion
The proposed framework enables researchers to systematically manage variance the-
ories. The framework offers a definition of empirical, quantitative evidence, a clear
terminology of the relationship between two pieces of evidence, and guidance on
how to determine which piece of evidence has the greater validity. The discussion at
the ISERN workshop agreed on three implications for research practice (Section 6.1)
while also acknowledging several limitations (Section 6.2) that necessitate future
work (Section 6.3).
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6.1 Implications
First, our terminology of evolution types allows primary studies to clearly position
themselves in relation to the existing body of knowledge. Authors contributing a
replication, revision, or reanalysis of a phenomenon with at least one prior study,
can label their follow-up study with the respective evolution type to indicate how
they advance the scientific frontier of an existing body of knowledge. Additionally,
the framework specifies how authors can determine whether their follow-up study
is of greater validity or not, e.g., via model comparison in the case of a revision for
de-confounding. We hope this helps researchers to publish also negative results, as
these indicate possible “dead ends” in a research topic.

Second, the proposed framework allows researchers to relate pieces of evidence
in secondary studies more clearly. We hope to inspire more rigorous literature re-
views about phenomena that synthesize empirical, quantitative evidence to variance
theories. Visualizing the evolution of a variance theory in the form of a version con-
trol graph as demonstrated in Sections 5.2 and 5.3 helps to communicate the progress
within a research field.

Finally, the application of the proposed framework prospectively shapes future
research. With the scientific frontier of a research field determined and analytically
supported, an application of the framework can inform the design of future stud-
ies. For example, the hypothesis with the highest internal validity informs new re-
search about the factors that need to be measured. Similarly, the analysis method
with the highest conclusion validity informs how to perform the data analysis on col-
lected data. This way, researchers can coordinate research agendas working towards
a shared variance theory about a quantitative phenomenon.

6.2 Limitations
We differentiate the limitations of the framework itself from the limitations to the
adoption of the framework in SE research. One significant limitation of the frame-
work is that it depends on reliable operationalizations of the concepts involved in
the phenomena under study. The dimension of validity that the proposed framework
does not systematically address is construct validity. A natural option would have
been to define hypotheses on the concept, not on the indicator level. For example,
the phenomenon discussed in Section 5 could have been abstracted to the impact of
requirements quality on domain modeling performance instead of passive voice on
the number of missing associations. This would extend the types of evolution in Fig-
ure 2 by one that challenges the operationalization of concepts, i.e., that improves the
construct validity of the measurements. In the example, this would mean challeng-
ing whether passive voice is a valid indicator of requirements quality or whether the
number ofmissing associations adequately represents domainmodeling performance.
However, we opted against this as we could not find a consensus on the systematic
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comparison of construct validity in SE research. Instead, we assume all variables
involved in hypotheses to be on an indicator level and delegate their abstraction to
concepts outside of the framework. Should a competing piece of evidence aim to im-
prove the construct validity and propose a hypothesis in which at least one concept is
operationalized differently, then these new pieces of evidence are incommensurable.

Additionally, the proposed framework depends on the rigor of the applied re-
search methods. SE research has been shown to be subject to researcher bias [365,
366], which implies that the conclusions drawn from evidence differ not only de-
pending on the hypotheses, data, and methods involved but also based on the people
that produced the evidence. This necessitates manually ensuring a sufficient level of
rigor in pieces of evidence that shall be included in a body of knowledge.

Furthermore, the usefulness of the proposed framework depends on researchers’
adoption of it. One limitation to this is the complexity of the framework itself. While
methodologies for replications are well established in SE research [63, 83, 336], ap-
proaches for systematic comparison of causal hypotheses via model comparison are
not yet commonplace [54] and the selection of analysis methods often follows con-
ventions. The framework offers a principled approach that places revisions and re-
analyses into a relationship with the existing body of knowledge but requires that
scholars familiarize themselves with model comparison and challenge statistical con-
ventions. We envision that the proposed framework will initially be most useful to
researchers or research groups willing to immerse themselves in these methods by
putting their own pieces of evidence about a shared phenomenon into relation. Later,
we hope that larger applications like systematic literature reviews or adoption by a
whole community will become possible.

6.3 Future Work
The primary goal of our future work will be to communicate this framework and
offer support in adopting it. This means not just presenting the framework as is
but connecting the elements of the framework as shown in Figure 2 with literature
that helps scholars to apply the presented relationships. For example, the replication
branch can be supported with definitions [63, 83], philosophical stances [85], and
advice on performing meta-analyses [336]. We envision that this communication
support will take the form of a web platform that makes both the framework and the
recommended resources, like further reading and demonstrations, accessible.

The second goal of future work is to further support the application of the frame-
work by evolving the aforementioned platform under the umbrella of the ISERN
community. We aim to extend the platform into a system where pieces of evidence
can be submitted and that visualizes the evolution of a body of knowledge about a
phenomenon. This feature of the platform will resemble version control systems like
git for empirical evidence. Such a platform will host the current body of knowledge
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about SE phenomena. It will support researchers both in finding the most recent
contributions to a phenomenon and inform future study designs by indicating the hy-
potheses with the highest validity. This platform will address the final shortcoming
mentioned in Section 2.2 and replace static, retrospective research synthesis with a
dynamic, continuous process. Approaches to automate model comparison and meta-
analysis may pave the way towards an even more dynamic process. Additionally,
such a platform may support the initially mentioned knowledge translation by offer-
ing an interface to practitioners to obtain synthesized—and, therefore, more valid—
conclusions from variance theories. These quantitative conclusions serve as decision
support, for example when determining whether to adopt TDD practices [327] or
whether to remove passive voice from requirements documents [82].

Finally, we aim to demonstrate the application of the framework to additional
fields of SE research. The field of requirements quality was chosen due to the authors’
familiarity with it and since it contains coherent yet manageable pieces of evidence.
Fields that aim to produce variance theories of phenomena, like the impact of TDD
on code quality and developer effectiveness [327], are eligible for such an applica-
tion. We envision a special type of literature review emerging from the framework,
focusing on quantitative primary studies about a particular phenomenon.

7 Conclusion
To effectively progress the development of variance theories from quantitative, em-
pirical evidence, SE research needs a research synthesis approach that extends be-
yond the meta-analysis of homogeneous replications. In this article, we define quan-
titative, empirical evidence, propose a typology of relationships between two pieces
of evidence, and offer guidance on determining which piece of evidence has greater
validity. Expressing research agendas through this framework enables the systematic
management of variance theories and guides SE research toward producing more rig-
orous conclusions.
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